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Experimental Analysis of Soot
Formation in Sooting Diffusion
Flame by Using Laser-Induced
Emissions
Two-dimensional images of OH fluorescence, polycyclic aromatic hydrocarbons (PAHs)
fluorescence, and laser-induced incandescence (LII) from soot were measured in a soot-
ing diffusion flame. To obtain an accurate OH fluorescence image, two images were taken
with the laser wavelength tuned to (“on”) and away from (“off”) the OH absorption line.
An accurate OH fluorescence image was obtained by subtracting the off-resonance image
from the on-resonance image. For the PAH fluorescence and LII measurements, tempo-
rally resolved measurements were used to obtain the individual images; the LII image
was obtained by detecting the LII signal after the PAH fluorescence radiation had
stopped and the PAH fluorescence image was obtained by subtracting the LII image from
the simultaneous image of PAH fluorescence and LII. Based on the obtained images, the
relative location of OH, PAH, and soot in the flame was discussed in detail. To investigate
the PAH size distribution in a sooting flame using LIF, an estimation strategy for PAH size
is proposed. Emission spectra were measured at several heights in the flame using a
spectrograph. Since the emission wavelength of PAH fluorescence shifts toward longer
wavelengths with increasing PAH size, the main PAH components in the emission spectra
could be estimated. The results suggest that PAH grows and the type of PAH changes as
the soot inception region was approached. Near the soot inception region, we estimated
that the PAHs, which have over 16 carbon atoms, mainly constituted the emission
spectrum. �DOI: 10.1115/1.2056536�

Introduction
Soot emission from combustion devices, such as diesel engines

and industrial furnaces, cause serious problems to the environ-
ment and human health. To reduce soot emission from combustion
devices, a detailed knowledge about soot formation processes in
flames is indispensable. Although many important studies have
been carried out on soot mechanisms �1�, the current understand-
ing of the reactive and physical processes of soot is limited.

Polycyclic aromatic hydrocarbons �PAHs� have been regarded
as precursors of soot particles from molecular reactants in flames
and are often emitted as absorbed on the surfaces of soot particles.
In previous studies, many proposals have been advanced concern-
ing the relationship between PAHs and soot formation �2,3�. PAHs
are considered to be the building blocks that undergo chemical
reactions to form incipient soot �4–7�. PAHs appear just prior to
soot inception and bridge the mass range between fuel molecules
and soot particles �8,9�. Bittner et al. �10� showed detail distribu-
tion of the individual PAH species in a flame measured by a
molecular beam mass spectrometer system. Furthermore, PAHs
contribute to soot size growth by attaching to the outer surface of
soot after it is formed �3,5�.

Laser diagnostic techniques are able to probe combustion prod-
ucts nonintrusively. Laser-induced incandescence �LII� and laser-
induced fluorescence �LIF� are attractive soot diagnostic tech-
niques and can be used to obtain information about soot and
PAHs, respectively. LII has been used in numerous studies for the
measurement of soot volume fractions �11–15�. Recently, LII has
been applied successfully to practical combustion systems
�16–19�. In contrast, there are some problems in PAH measure-

ment by LIF, and hence LIF has not been widely used for the
diagnosis of soot. The problems of LIF measurement of PAHs are
�1� due to the continuous broadband transition of PAHs �20�, se-
lective excitation and detection of individual PAH in a flame can-
not be performed; �2� detection sensitivity differs for each PAH
molecule �21�; �3� the profile of the fluorescence spectrum de-
pends on temperature �22,23�; and �4� separation of PAH fluores-
cence and LII is difficult in the sooting region �24�. In recent
studies, for the use of LIF in soot diagnosis, researchers have
proposed techniques for detecting PAH fluorescence. Smyth et al.
�25� presented two-dimensional PAH fluorescence distributions
obtained from flickering diffusion flames with PAHs excited at
283.5 nm and fluorescence signals detected at 400–447 nm. In
their study, to avoid the appearance of LII, the laser energy was
controlled to avoid laser excitation of incandescence from soot
particles. Vander Wal et al. �26� performed two-dimensional si-
multaneous detection of PAH fluorescence and LII in ethylene
diffusion flames. To optimize both the LIF and LII intensities,
they introduced temporally resolved measurements to determine
reasonable detection timing. PAH and soot were excited at
266 nm and laser-induced emissions �PAH fluorescence and LII�
were detected at 400, 500, and 600 nm using bandpass filters
�each with a 70 nm bandwidth�. They found that as the detection
wavelength increased, the region of maximum fluorescence inten-
sity approached the sooting region. They concluded that the varia-
tion of the fluorescence intensity distribution qualitatively re-
flected the spatial variation of the concentration of PAH size, i.e.,
the fluorescence centered near 400 nm was likely to be due pri-
marily to small PAH, while the fluorescence at 500 and 600 nm
were generated from larger PAH.

In the above techniques, although the relative distribution of
integrated PAH fluorescence could be obtained, the concentration
distribution of PAH size in a flame was difficult to determine. In
order to analyze the soot formation processes, information about
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the PAH size is important. In this study, we measured the two-
dimensional distributions of OH fluorescence, PAH fluorescence,
and LII from soot. We clarified the detailed spatial locations of
OH, PAH, and soot in a propane diffusion flame down to the
overlapping region between OH, PAH, and soot. Furthermore, we
propose an estimation strategy of PAH size from the profile of a
PAH fluorescence spectrum. Using this strategy, we tried to esti-
mate the PAH size distribution in a propane diffusion flame.
Based on our results, we discuss the soot formation mechanisms
in a propane diffusion flame.

Experimental Apparatus
The laser diagnostic system consisted of an excimer laser

�Lambda Physic, LPX-150T�, a dye laser �Lambda Physic,
SCANMATE-2E�, a spectrograph �Chromex, 250IS�, and an
ICCD camera �La-Vision, FlameStar II�. Figure 1 shows schemat-
ics of the optical arrangements. In the two-dimensional measure-
ments of OH fluorescence, PAH fluorescence, and LII from
soot �Fig. 1�a��, a narrow-band KrF excimer laser �linewidth:
�0.3 cm−1, pulse duration: �24 ns� was used for the excitation of
OH, PAH, and soot. The wavelength of this laser could be tuned
in the range 247.8–248.8 nm. The laser light was formed into a
light sheet �0.5�20 mm2� by an aperture and was introduced into
a flame with a pulse energy of 100 mJ. Laser-induced emissions
were detected by the ICCD camera oriented perpendicular to the
laser beam direction. LIF and LII images were acquired by aver-
aging over 1000 laser shots. Figure 1�b� shows the optical ar-
rangement used in the emission spectra measurements. A XeF
excimer laser was used to pump the dye laser �Rhodamine 6G�,
producing a beam at 580 nm �linewidth: �0.15 cm−1�. A BBO
crystal was used to double the dye laser output to produce 290 nm
radiation. The pulse energy of the laser light was 3 mJ and the
pulse duration was 20 ns. A Pellin-Broca prism was used to sepa-
rate the UV laser beam �290 nm� and the visible laser beam
�580 nm�. The UV laser beam was focused with a spherical lens
�f =1000 mm� and was introduced into the target flame. Laser-

induced emissions were analyzed by the spectrograph with the
ICCD camera. The grating of the spectrograph had
100 grooves/mm �blazed for 450 nm�. A spectral bandpass of
300 nm could be captured with the ICCD camera, which had
384 �horizontal��288 �vertical� pixels. The spectrum within the
300 nm width was spread over the 384 rows of the ICCD camera,
giving a spectral resolution of 2.4 nm using an entrance slit width
of 20 �m.

The test flame used in this study was a laminar propane diffu-
sion flame under atmospheric pressure. The test burner consists of
two concentric nozzles of 6 and 56 mm in inner diameter. The fuel
flowed through the inner nozzle at 0.05 L/min and the flame
length was Lf =30 mm. To stabilize the flame, an annular airflow
�temperature: 298 K� was applied from the outer nozzle. The ve-
locity of the laminar airflow measured by a thermal anemometer
�Kanomax, Aneomaster model 24-6131� was 0.5 m/s. The tem-
perature was measured using a Pt/Pt–Rh 13% thermocouple and
having a bead diameter of 300 �m. The thermocouple was kept in
the flame for as short a time as possible to minimize soot accu-
mulation on the wires. The soot deposited on the thermocouple
probe was burnt off by another blue flame before each measure-
ment. The obtained thermocouple temperatures were corrected for
radiation heat losses assuming a spherical bead geometry. The
correction was based on a procedure reported by Bradley et al.
�27�.

Experimental Methods

OH Fluorescence Measurement. The KrF excimer laser used
in this study can be applied to laser-induced predissociative fluo-
rescence �LIPF� for OH measurements �28�. LIPF has an impor-
tant advantage over “normal” LIF in that the collisional quenching
at atmospheric pressure is much smaller. The excitation band of
OH-LIPF is the A-X�3,0� band. The wavelength of the KrF exci-
mer laser was set at 248.457 nm to excite the P2�8� transition
within the A-X�3,0� band. The lower state population of the P2�8�
transition was insensitive to temperature variations in the vicinity
of the flame front �the population changes by only 5% between
1400 K and 1700 K�. OH fluorescence radiation was collected
using a specially designed bandpass filter �centered at 296.5 nm,
FWHM: 10 nm, maximum transmittance: 40%� that transmitted
only the A-X�3,2� fluorescence band near 300 nm. The ICCD
camera was operated with a 50 ns gate.

In the case of a sooting flame, PAH and soot particles are also
excited by the excitation laser light of OH, because the absorption
bands of these substances are broad. Thus, OH fluorescence, PAH
fluorescence, and LII were simultaneously detected. In order to
obtain an accurate OH fluorescence distribution, we performed the
following procedure similar to Puri et al. �29�.

1. Two images were obtained with the laser wavelength tuned
both “on” �248.457 nm� and “off” �248.469 nm� the OH
P2�8� transition. The on-resonance image consisted of sig-
nals due to OH fluorescence, PAH fluorescence, and LII,
while the off-resonance image consisted of only the latter
two signals.

2. Since the wavelength of the off-resonance laser was only
slightly different from that of the P2�8� transition, the inten-
sity distributions of PAH fluorescence and LII were hardly
changed. Thus, the OH fluorescence image could be ob-
tained by subtracting the off-resonance image from the on-
resonance image.

PAH Fluorescence and LII Measurements. In the PAH-
fluorescence and LII measurements, the wavelength of the KrF
excimer laser was tuned to 248.469 nm, the same wavelength as
the off-resonance laser of the OH measurement. In this experi-
ment, PAH fluorescence and LII were collected through a 248 nm
cutoff filter �centered at 248 nm, FWHM: 4 nm� that eliminated

Fig. 1 Experimental apparatus

242 / Vol. 128, APRIL 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



elastic scattering.
Figure 2 shows an example simultaneous image of PAH fluo-

rescence and LII. The emission intensity and temperature distri-
butions on the flame axis are also shown. PAH fluorescence ap-
pears within the fuel region and LII appears downstream from the
PAH fluorescence. In this image, it can be confirmed that a low
intensity region exists between PAH fluorescence and LII. The
intensity profile on the flame axis clearly shows a local minimum
at a distance from the nozzle of z�17 mm in the region between
the PAH fluorescence and LII. Similar results have been reported
by Smyth et al. �25� and Vander Wal et al. �26�. It seems that this
region is a transition region from PAH to soot and has been at-
tributed to the presence of soot inception. By the “authors’ visual
observation,” it was confirmed that a luminous region appeared at
around z�17 mm in the test flame. In order to investigate the soot
inception region in more detail, it is necessary to separate the PAH
fluorescence and LII.

Figure 3 shows the temporal variation of the Rayleigh scatter-
ing, PAH fluorescence, and LII signals. The normalized intensities
are plotted. The signal intensities for each delay time were ob-
tained by changing the gate delay of the ICCD camera, for a 5 ns
gate. Intensity of Rayleigh scattering was obtained by another
measurement without the flame and the 248 nm cutoff filter. From
this figure it was confirmed that the rising edge of the PAH fluo-
rescence radiation was faster than that of LII. A complete separa-
tion of PAH fluorescence and LII was difficult using only
temporal-resolved measurements, even for a fast delay time. How-

ever, since the temporal characteristics of radiation are different
for PAH fluorescence and LII, separate images of PAH fluores-
cence and LII could be derived satisfactorily using temporally
resolved measurements using the following procedure.

1. Since the lifetime of LII is much longer than PAH fluores-
cence, detection of only the LII signal was possible for a
long delay time of t�100 ns.

2. The intensity of the LII image was multiplied by a certain
constant so that it agreed with the LII intensity in the simul-
taneous image of PAH fluorescence and LII.

3. A PAH fluorescence image was derived by subtracting the
corrected LII image from a simultaneous image of PAH
fluorescence and LII.

In this study, the LII image was obtained at t=100 ns, while the
simultaneous image was obtained at t=30 ns.

Results and Discussion

Relative Location of OH, PAH, and Soot. Figure 4 shows a
flame photograph and two-dimensional images of OH fluores-
cence, PAH fluorescence, and LII obtained from the propane dif-
fusion flame. Since the test flame was cylindrical shape, attenua-
tion of the laser-induced emissions might have occurred by
absorption between the measurement plane and the ICCD camera.
Especially, it had been pointed out that the LII signal is attenuated
by the soot absorption. In order to correct the absorption effect,
and quantify the soot concentration from the LII signal, calibra-
tions have often been performed by comparing LII signals to laser
extinction measurements of soot volume fraction �11,30,31�. In
this study, correction of the absorption effect was omitted, because
our purpose was to obtain the relative location relationship of the
species. In the OH fluorescence image, although it seems that
some fluorescence is detected in the fuel region, this is an error
resulting from the subtraction. It is thought that this error becomes
so large that soot concentration in a flame is high, because inten-
sity of the off-resonance image becomes strong. OH fluorescence
was detected around the outer edge of the flame; the OH fluores-
cence image reveals that the maximum OH concentration de-
creases while the spatial extent of the distribution increases with
increasing distance from the nozzle. LII was detected within the
OH fluorescence region and PAH fluorescence was widely distrib-
uted in the fuel region. The PAH fluorescence image reveals that
PAH are formed and destroyed completely inside the flame.

Figure 5 shows the axial intensity distributions of the images in
Fig. 4. The temperature distribution is also shown. The PAH fluo-
rescence distribution suggests that PAH are promptly generated at
the nozzle exit, with their concentration increasing with increasing
distance from the nozzle z. The peak of the PAH fluorescence
intensity is located around z=15 mm, which coincides with the
location where LII begins to appear. The PAH fluorescence inten-
sity decreases rapidly with increasing LII intensity and the loca-
tion of the disappearance of PAH fluorescence coincides with the
location of the peak of LII. LII disappears around z=27 mm,
which is the location of the peak of the OH fluorescence intensity,
located slightly downstream from the location of the maximum

Fig. 2 Simultaneous image of PAH-LIF and LII

Fig. 3 Temporal variations of signal intensity „Rayleigh scat-
tering, PAH fluorescence, and LII…

Fig. 4 Two-dimensional images of OH fluorescence, PAH fluo-
rescence, and LII
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temperature. These results suggest that the PAHs were formed
within the fuel region and that their concentration increased as the
soot inception region was approached. Soot was formed via PAHs
and was then oxidized by the oxidant �primarily OH�.

Figure 6 shows selected radial profiles from the images of Fig.
4. At z=6 mm, LII is not observed and PAH fluorescence distri-
bution has the peak near the flame front. LII appears at the edge of
the PAH fluorescence �z=15 and 18 mm� and its peak coincides
with the location where PAH fluorescence disappears. It is inter-
esting that at z=15 mm the soot inception region indicated in Fig.
2 corresponds to the location where the profiles of PAH fluores-
cence and LII cross. Vander Wal et al. �26� sampled soot precursor
particles in this region and investigated the particle size by trans-
mission electron microscopy �TEM�. Small particles of approxi-
mately 2 to 5 nm in size were observed.

Estimation of PAH Size. Broadband excitation and emission
characteristics of PAH complicate the spectroscopic analysis of
PAH in a flame. The selective excitation and detection of indi-
vidual PAH in a flame is extremely difficult, and so the measure-
ment of the concentration distribution of individual PAH had not
been achieved by the LIF technique. Generally, since the energy
separation between the electronic excited state and electronic
ground state decreases with increasing size of PAH, the fluores-
cence wavelength region shifts toward longer wavelengths as the

size of PAH increases �20�. Therefore, classification of PAH size
might be performed using the PAH fluorescence spectrum ob-
tained from a flame, because the peak fluorescence wavelengths
reflect the size of PAH.

Figure 7 presents the relation between the peak wavelengths of
PAH fluorescence and PAH size. Benzene is also indicated in this
figure. The peak wavelength data were obtained from Refs.
�22,23,32–37�. Individual PAHs in the vapor phase were excited
by UV laser sources. Figure 7 clearly shows that the peak of PAH
fluorescence sifts to longer wavelengths as the size of the PAH
increases. For large PAH �carbon number �24�, fluorescence data
in the vapor phase was not available.

Figure 8 shows emission spectra obtained from the test flame.
Measurements were performed on the flame axis. An LII spectrum
obtained from the soot is also indicated in the figure for reference.
The peak wavelength of the emission shifts to longer wavelengths
with an increase in the distance from the nozzle z. The profile at
z=20 mm almost agrees with the profile of LII. Variations in the
spectral profile suggests that the PAH grew as the soot inception
region was approached. In the spectra at z=12–20 mm and that of

Fig. 5 Axial distributions of temperature, OH fluorescence,
PAH fluorescence, and LII

Fig. 6 Radial distributions of OH fluorescence, PAH fluores-
cence, and LII

Fig. 7 Relation between peak fluorescence wavelength and
PAH size

Fig. 8 Emission spectra from propane diffusion flame
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LII, strong Mie scattering appeared at 290 nm. The peak observed
at 580 nm is the contribution from the second-order interference
from the Mie scattering at 290 nm. The detection of weak Mie
scattering at z=12 mm implies the generation of soot precursor.
Therefore, it is thought that the emission spectra at z=12, 14, 16,
and 20 mm have intensities in the longer wavelength region con-
tributed to by LII.

Using the relation indicated in Fig. 7, we estimated the main
PAH fluorescence components that constituted the spectra of Fig.
8. The estimation was performed by the following procedure.

1. The peak wavelengths of the emission spectrum in Fig. 8
were recorded.

2. The size of the PAH was estimated from the range of the
plot at the obtained peak wavelength.

The estimation results are shown in Fig. 9 together with the
axial distribution of the temperature and the LII intensity. The
results reveal that the size of the PAH increased with increasing
distance from the nozzle z. It is interesting that PAHs grew
quickly with the rapid rise of temperature in the region z
�12 mm. At z=4 mm, it is thought that fluorescence from PAH
molecules, which contain approximately 12 to 16 carbon atoms,
mainly constituted the emission spectrum in Fig. 8. Example PAH
molecules corresponding to carbon numbers 12–16 are acenaph-
thylene �C12H8�, acenaphthene �C12H10�, fluorene �C13H10�, an-
thracence �C14H10�, phenanthrene �C14H10�, pyrene �C16H10�,
fluoranthene �C16H10�, and benzacenaphthylene �C16H10�. Figure
9 suggests that the PAH grew and the type of PAH changed as the
distance from the nozzle increased. This result qualitatively agrees
with a previous sampling study �38�. Near the soot inception re-
gion �z=14 mm�, it is estimated that the PAH, which have carbon
atoms over 16, mainly constituted the emission spectrum. In pre-
vious studies �38,39�, the relatively large PAH coronene �C24H12�
was widely detected in a flame. The molecular size of coronene is
0.73 nm and the particle size of soot precursor particles is sub-nm.
It would appear that precursors are formed by the polymerization
and/or coagulation of large PAH.

Conclusions
LIF and LII are effective techniques for analysis of soot forma-

tion. Two-dimensional images of OH fluorescence, PAH fluores-
cence, and LII from soot were successfully obtained from a lami-
nar propane diffusion flame. From the obtained images, we

clarified the relative locations of OH, PAHs, and LII in the pro-
pane diffusion flame. Also, the size distribution of PAHs in the
propane diffusion flame was estimated based on the relation be-
tween peak PAH fluorescence wavelengths and PAH size. The
main findings of this study are as follows.

1. A two-dimensional PAH fluorescence image could be ob-
tained by subtracting the LII image from the simultaneous
image of PAH fluorescence and LII.

2. OH fluorescence was detected around the outer edge of the
flame, LII was detected within the OH fluorescence region,
while PAH fluorescence was widely distributed in the fuel
region.

3. The peak wavelength of the emission spectra of the propane
diffusion flame shifted to longer wavelengths as the soot
inception region was approached.

4. Estimations of PAH size in the flame suggested that PAH
size increased as the soot inception region was approached.
Large PAHs, which have carbon atoms over 16, mainly ex-
isted near the soot inception region.
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Lean Blowout Limit and NOx
Production of a Premixed
Sub-ppm NOx Burner With
Periodic Recirculation of
Combustion Products
The technological objective of this work is the development of a lean-premixed burner for
natural gas. Sub-ppm NOx emissions can be accomplished by shifting the lean blowout
limit (LBO) to slightly lower adiabatic flame temperatures than the LBO of current
standard burners. This can be achieved with a novel burner concept utilizing spatially
periodic recirculation of combustion products: Hot combustion products are admixed to
the injected premixed fresh mixture with a mass flow rate of comparable magnitude, in
order to achieve self-ignition. The subsequent combustion of the diluted mixture again
delivers products. A fraction of these combustion products is then admixed to the next
stream of fresh mixture. This process pattern is to be continued in a cyclically closed
topology, in order to achieve stable combustion of, for example, natural gas in a tem-
perature regime of very low NOx production. The principal ignition behavior and NOx
production characteristics of one sequence of the periodic process was modeled by an
idealized adiabatic system with instantaneous admixture of partially or completely burnt
combustion products to one stream of fresh reactants. With the CHEMKIN-II package, a
reactor network consisting of one perfectly stirred reactor (PSR, providing ignition in the
first place) and two plug flow reactors (PFR) has been used. The effect of varying burnout
and the influence of the fraction of admixed flue gas has been evaluated. The simulations
have been conducted with the reaction mechanism of Miller and Bowman and the GRI-
Mech 3.0 mechanism. The results show that the high radical content of partially com-
busted products leads to a massive decrease of the time required for the formation of the
radical pool. As a consequence, self-ignition times of 1 ms are achieved even at adiabatic
flame temperatures of 1600 K and less, if the flue gas content is about 50–60% of the
reacting flow after mixing is complete. Interestingly, the effect of radicals on ignition is
strong, outweighs the temperature deficiency and thus allows stable operation at very low
NOx emissions. �DOI: 10.1115/1.2061267�

Introduction

For the reduction of the extremely temperature-sensitive NOx
production in industrial combustors, low-temperature combustion
of a perfectly premixed fuel-air fresh mixture with self-ignition
after admixing of hot flue gas plays an important role. The basic
effect is that adiabatic mixtures of preheated fresh mixture and hot
combustion products self-ignite even below the lean blowout limit
�LBO� of aerodynamically stabilized burners within technically
reasonable ignition delay times.

This combustion process, usually called “diluted combustion,”
has already been used for the reduction of NOx emissions in low-
temperature combustors. In some cases �1,2�, premixed reactants
are mixed with a certain amount of inert gases, which decrease the
temperature rise during subsequent chemical reaction. The inert
gases may be recirculated combustion products or highly pre-
heated, oxygen-depleted air �HiTAC, �3��. Dilution can be rather
high, if the combustor temperature is held above the self-ignition

threshold. A volumetric combustion mode �compared to the flame
front combustion mode� is generated that is often called ”flame-
less” combustion because the visible flame front vanishes �2�. If
incompletely burnt combustion products are used for the dilution
of the reactants, the radical pool in the dilution gas has the addi-
tional benefit of maintaining efficient self-ignition down to lower
adiabatic flame temperatures.

The Process of Periodic Recirculation of Combustion
Products. The conceptual basis of the periodic mixing combus-
tion process is the periodic mixing of partially or fully burnt prod-
ucts to the perfectly premixed gaseous fuel and air injected in a
flow reactor. This is a steady process with spatial periodicity of
admixing local reaction products from the upstream reaction zone
to injected fresh mixture, subsequent self-ignition and reaction.

As an important design criterion, the flow pattern inside the
reactor volume must lead to a strong interaction of the flows of
local products and fresh mixture, leading to stable combustion
with adiabatic flame temperatures as low as required for NOx
emissions of, for example, 1 ppm�v� �15% O2�. As shown sche-
matically in Fig. 1, each jet of premixed fresh mixture that is
injected along the circumference of the axis-symmetric combustor
is being mixed with the products from the adjacent upstream re-
action zone. During the mixing process, self-ignition is gradually
initiated in the hot zones of the shear layers with low concentra-
tion of the reactants. This combustion reaction then continuously
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converts reactants to additional products, which act in the next
step as diluent after contact with the next jet of reactants. In the
example depicted in Fig. 1 this effect is repeated two times per
revolution.

A possible configuration of the flow reactor is a cylindrical
chamber with inclined fresh gas injectors �Figs. 2 and 11�. If the
residence time in the cylindrical zone of circumferentially peri-
odic mixing, ignition, and reaction is limited to the minimum
required for stable operation, the gases leaving this zone �and thus
the flow reactor� in axial direction will not yet be fully burnt. In
these cases, a separate burnout zone is required. This zone can be
established, for example, in a cylindrical extension of the reactor
with a smaller cross section. The periodic processes of mixing,
ignition, and reaction shown schematically in Fig. 1 are concen-
trated then in the precombustor �Fig. 2, front section�, whereas
burnout is achieved in the next stage further downstream in a
burnout combustion chamber �Fig. 2, rear section�.

CFD Feasibility Study. To optimize the fluid mechanics of the
precombustor a CFD study using FLUENT 6.0 has been conducted.
The reaction volume consisted of a three-dimensional mesh of
approximately 400,000 tetrahedral cells and had adiabatic walls.
The Reynolds-stress turbulence model as well as the two-step re-
action mechanism for methane with six species were used with
their standard parameter sets.

For the calculation of the reaction rates, the finite-rate–eddy-

dissipation model, which actually uses the minimum of the rates
predicted by either an Arrhenius approach or by the Magnussen
EBU model �4,5�, was used. Although this approach is certainly
not the most sophisticated method of modeling combustion pro-
cesses based on self-ignition, it has been shown previously that
the EBU model is suitable for simulating �nonpremixed� diluted
combustion �6,7�. The empirical constants A and B included in the
EBU model have been left unchanged at their standard values
A=4.0 and B=0.5. In this simulation of combustion in a self-
ignition regime, the influence of constant B on the rates remains
insignificant, but the heat release is proportional to A. At least in
HiTAC combustion, lower rates than calculated with A=4.0 are
observed, so that a diminished value of A was proposed �7�. On
the other hand, as will be shown later in the reaction kinetics
study, the elevated radical concentrations accelerate ignition in the
sub-ppm NOx combustion process.

For the turbulent Schmidt and Prandtl number of the reacting
gas mixture, the default values of Sct=0.7 and Prt=0.85 were
retained �4�. In the calculation, the computational domain con-
sisted always of the precombustor and a cylindrical burnout com-
bustion chamber downstream. As future testing will be done at
atmospheric pressure in the first phase, p=0.1 MPa was chosen
for these simulations.

In selecting a suitable geometry, the idea of replacing aerody-
namically stabilized premix burners in annular combustors of
heavy-duty gas turbines by a set of precombustors played an im-
portant role. For this purpose a promising geometry for the pre-
combustor is a cylindrical reaction volume of 0.23 m i.d. with two
opposite rows of injectors �Fig. 2�. With this configuration, the
rotational flow is driven by the mass flow of the reactants injected
into the chamber with an azimuthal velocity component. Typical
velocities of 130 m/s are obtained for the mass flow of the fresh
mixture at a reasonable pressure drop of the entire system. The
angular momentum of the jets leads to a rotation of the bulk flow
with an average velocity of �80 m/s. The inflow velocity in the
injectors of 130 m/s corresponds to methane combustion with
thermal power of 150 kW �LHV� in the presented simulation.
Because of the interaction of the injected jets and the recirculation
flow, a system of secondary vortices is generated, which augments
the mixing process considerably.

For this configuration the simulated field of total temperature
�Fig. 3�a�� is plotted in a plane perpendicular to the burner axis
penetrating the middle pair of injector ports. The premixed fresh
gas is injected at a temperature of 700 K. It is then mixed with hot
gases and heated until combustion begins. Although a fairly
simple approach for combustion modeling is applied, the simula-
tions are capable of predicting the very important effect of incom-
plete burnout �T�TAd� of the jets in the precombustor before they
come in contact with the reactants emitted from the injector on the
other side. Figure 3�b� displays the distribution of the CO mass
fraction, which is another indicator of burnout. The maximum
concentration is reached after approximately three-quarters of the
flow-path length between the injector ports, and, for the admixed
flue gas, an elevated value is still shown. In addition to the circu-
lar structure shown in the two plots of Fig. 3, further structures are
visible near the combustor wall. They are caused by the above-
mentioned systems of secondary vortices between two fresh gas
jets.

In summary, the simulation of the sub-ppm burner prototype
shows the essential features of the process that were presented
before in Fig. 1: admixing of flue gas to the fresh mixture, subse-
quent self-ignition, �incomplete� reaction, admixture of flue gas,
and so on. Therefore, the precombustor geometry employed for
assessing the proposed process via CFD modeling seems to pro-
vide a suitable configuration for practical hardware. The reason
for selecting only two injector rows is the required minimum resi-
dence time for heat release, which leads to bulky designs for
higher numbers of injectors.

Fig. 1 Sub-ppm process with spatially periodic admixing of
combustion products

Fig. 2 Geometry of the sub-ppm NOx Burner and the burnout
combustion chamber
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Reaction Kinetics Study
Because including detailed chemical reaction mechanisms for

fuel oxidation and nitrogen chemistry into the CFD simulation
was not feasible in the current framework, it was decided to simu-
late the reaction kinetics of the proposed combustion process re-
garding its ignition performance and nitrogen oxide production
characteristics separately. Therefore, a model of the process was
set up using the CHEMKIN-II software package �8�.

As demonstrated in the previous section, the interaction be-
tween the injected fresh gas jet and the flow of local reaction
products from upstream in the CFD model is strong enough for
sufficiently fast �gradual� mixing of reactants and products affect-
ing fast �also gradual� self-ignition of the reactants. But in order to
simulate the reaction kinetics of the idealized process, instanta-
neous perfect mixing was assumed in the applied reactor network
model. Referring to Fig. 1, this means that the residence time in
the mixing zone is reduced to an infinitesimally small value. Thus
the time evolution of perfect reactant-product mixtures is com-
puted for the ignition and reaction zones. The reacting mixtures
are assumed to be homogeneous only in the direction transverse to
the �“circular”� main flow.

The Idealized Reactor Network. In order to quantify the pro-
cess parameters yielding fast self-ignition and, thus, assessing the
potential for NOx reduction, the reactor network shown in Fig. 4
was employed. The purpose of the reactor network is the simula-
tion of a single mixing process of the periodic processes in the
precombustor. The partially or fully combusted mixture, which is
produced by the reaction of the upstream fuel-air jet in reality, is
generated in a “first stage” consisting of the perfectly stirred re-
actor �PSR� �9� and one plug flow reactor �PFR� �10�. The ignition
and reaction after admixing of fresh reactants �“second stage”� is

studied in the second PFR. As in reality, both stages are supplied
with reactants of the same equivalence ratio, temperature and
pressure.

The First Stage. The PSR is essential, as the fresh mixture at
constant preheating temperature of 700 K does not ignite in a PFR
alone. In the calculations, the residence time in the PSR was re-
duced to the minimum required for ignition. As a consequence,
the PSR acts as an artificial ignition source, which delivers com-
bustion products with the minimum possible burnout. The tem-
perature in the PSR is typically 150–300 K below the adiabatic
flame temperature, and radical concentrations have not yet
reached their maximum values. Typically, these increase further in
the PFR of the first stage. This strategy leads to maximum flex-
ibility, since the burnout and the composition of the combustion
products can be influenced in a wide range by selecting the resi-
dence time in the PFR and is therefore often used for modeling
perfectly premixed flames �11,12�.

In order to evaluate the influence of the flue gas burnout, its
temperature and its radical content on the self-ignition and NO
formation after mixing, the flue gas is extracted from the first
stage after predefined residence times. As OH is the most impor-
tant radical for starting methane oxidation �13�, its mole fraction
�OH has been chosen as indicator of burnout. Five different crite-
ria for the selection of the residence time in the PFR of the first
stage were selected. These are:

• PSR exit: minimum burnout
• maximum of �OH: low burnout
• 80, 60, 40, and 20 % decay of �OH on the basis of the

difference between maximum and equilibrium value
• decay of �CO to the 1.5-fold of its equilibrium value �crite-

rion for good burnout�
• and finally equilibrium

The Second Stage. The starting point of the second stage is the
instantaneous constant enthalpy perfect mixing of premixed fresh
reactants and combustion products from the first stage �mixing
zone, Fig. 4�. The free parameter of the mixing process is the mole

Fig. 3 „a… Total temperature „in Kelvin… and „b… CO mass
fraction

Fig. 4 Schematic diagram of the reactor network
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fraction x of combustion products from upstream �in the following
also termed flue gas� to be mixed with the fresh mixture �1−x�.
The PFR of the second stage, modeling the ignition and reaction
zone, then delivers information about the ignition delay time,
which is defined as the time delay between mixing and half of the
temperature rise after ignition.

Parameters. In the calculations, the worst case was studied.
Pure methane is best suited for this purpose and was chosen as
fuel because the higher hydrocarbons in fuels of technical interest,
such as natural gas, lead to better ignition performance. The pre-
heating temperature of the fresh mixture was 700 K. The calcula-
tions were performed for adiabatic flame temperatures from 1500
to 1900 K, with corresponding equivalence ratios ranging from
0.34 to 0.55. Calculations were made for p=0.1 MPa �atmo-
spheric test conditions� as well as for 1.0 and 2.0 MPa �range of
typical gas turbine combustor pressures�. The fuel equivalence
ratio was always adjusted, keeping the flame temperature constant
in the different pressure cases.

Reaction Mechanisms. The GRI-Mech 3.0 �14� as well as the
Miller and Bowman reaction mechanism �15� have been utilized
for all kinetics simulations. GRI-Mech 3.0 encompasses a total of
325 reactions, 106 of which belong to the nitrogen chemistry part,
whereas the Miller and Bowman mechanism has a total of 251
reactions, with 100 belonging to nitrogen chemistry. Both mecha-
nisms take into account 53 chemical species, with 47 in common.

Ignition Performance of the Second Stage
Figures 5 and 6 give an overview of the ignition performance.

A target value of 1 ms self-ignition delay time was selected in
these computations. As the ignition delay time drops with increas-
ing mole fraction of the hot combustion products, a minimum
mole fraction for achieving the presumed target value can be com-
puted. In both figures, this minimum flue gas fraction is plotted
versus the adiabatic flame temperature. In Fig. 5, results are dis-
played for the GRI-Mech 3.0 simulations and, in Fig. 6, for the
Miller and Bowman mechanism. The influence of the flue gas
burnout is analyzed for the three cases of “minimum burnout” �at
the PSR exit�, “low burnout” �at the maximum of �OH�, and “good
burnout” ��CO=1.5 �CO,equilibrium�.

For GRI-Mech 3.0 and p=0.1 MPa �Fig. 5�a��, the interesting
result obtained is that low burnout flue gas clearly has the best
ignition properties. For flue gas directly from the PSR, the ignition
performance is considerably worse because both flue gas tempera-
ture and radical content are lower. Nevertheless, ignition, espe-
cially for lower flame temperatures is definitely better than for
good burnout flue gas, which has practically reached TAd, but has
the lowest radical concentration. At higher pressures of p=1 or 2
MPa imposed �Figs. 5�b� and 5�c��, these differences are much
weaker, but the combustion products with the maximum OH con-
centrations lead again to the best ignition performance.

For the Miller and Bowman reaction mechanism at
p=0.1 MPa �Fig. 6�a��, the ignition performance of the maximum
radical case is found to be remarkably better than that of the other
cases, but it is worse than that derived from the corresponding
simulation with GRI-Mech 3.0. The reason for this difference is
that the Miller and Bowman scheme predicts considerably lower
blowout temperatures of the PSR. Therefore, ignition after admix-
ture of minimum burnout flue gas is now worse than for good
burnout. The elevated radical content cannot fully compensate the
temperature deficit. For the high-pressure cases of p=1 or 2 MPa
�Figs. 6�b� and 6�c�� a clear temperature effect can be seen. Igni-
tion becomes more effective when the burnout of the combustion
products is improved. Once again, the influence of burnout on
ignition performance vanishes at higher pressure.

In order to further elucidate the ignition behavior in more de-
tail, two cases with TAd=1600 K and pressures p=0.1 and 2 MPa
will be analyzed using both reaction mechanisms �Figs. 7 and 8�.

Each curve shows the ignition delay time for a constant composi-
tion and temperature of the combustion products before mixing.

With GRI-Mech 3.0, a very strong influence of the first stage’s
burnout on the ignition performance of the second stage is found
for the atmospheric case �Fig. 7�a��. As already mentioned, best
ignition performance is achieved for flue gas with maximum radi-
cal content. Interestingly, the ignition delay time becomes shorter
with increasing radical concentration, although the temperature of
the combustion products drops. Only the case without residence
time in the PFR is an exception. Although the radical content is
high, the temperature effect is becoming too strong to be fully
compensated. Good burnout in the first stage practically shows no
difference to complete burnout. For p=2 MPa �Fig. 7�b�� admix-
ing of minimum burnout flue gas shows slowest ignition, but the
burnout in the first stage has no influence any more. The maxi-
mum radical case still provides fastest ignition, but there is no
essential difference to the other cases.

With the Miller and Bowman mechanism, similar results are
found for the p=0.1 MPa case �Fig. 8�a��, although the “maxi-
mum OH” curve reveals slightly greater ignition times than the
80% curve for lower flue-gas fractions. The differences are
smaller than before. For p=2 MPa �Fig. 8�b�� lower self-ignition
times are predicted compared to the GRI-Mech 3.0 simulation,
except for the minimum burnout case. Again, the difference be-
tween the different first-stage burnout cases diminishes to a large
extend. Only the minimum and low burnout cases show worse
ignition performance than all other cases.

In the computations, the temperature effect can be separated
from the effect of the radicals due to incomplete burnout, if com-

Fig. 5 Flue gas fractions required for tIgn<1 ms „GRI-Mech
3.0…
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bustion products of equilibrium composition are used in combina-
tion with the temperatures of the combustion products of the eight
cases shown in Figs. 7 and 8. For GRI-Mech 3.0 and p=2 MPa, a
clear effect of the combustion product temperatures was derived
from calculations with equilibrium composition combustion prod-
ucts �not shown here�. This leads to the conclusion that the ther-
mal effect is compensated by the ignition-accelerating effect of
the radicals. The corresponding simulations on the basis of the
Miller and Bowman mechanism �p=2 MPa�, however, does not
show essential differences to the previous calculation �Fig. 8�b��.
This indicates that the strong temperature effect keeps ignition
times relatively high for the cases of low and lowest burnout, but
still lower values are predicted than with GRI-Mech 3.0.

Although the results obtained with the two reaction mecha-
nisms differ slightly, both of them consistently predict that full
burnout is not required in the precombustor with periodic admix-
ing of combustion products to the injected reactants. This finding
is of major technical relevance, since the precombustor volume
can be strongly reduced without negative influence on the LBO.
First design studies reveal that precombustors with periodic recir-
culation of partially burnt combustion products have the potential
of approaching the size of aerodynamically stabilized premix
burners.

NOx Formation Characteristics
The analysis of the self-ignition properties of the proposed pro-

cess revealed the possibility of stable combustion at low adiabatic
flame temperatures, which is expected to yield very low NOx

emissions. The results will be presented subsequently. The NO
formation in the first and second stages is presented separately. In
order to generate NO data for a reference case, the NO emissions
for the first stage are only presented for �CO=1.5 �CO,equilibrium.
This corresponds to a conventional aerodynamically stabilized
perfectly premixed flame. Increasing the PSR volume allows one

Fig. 6 Flue gas fractions required for tIgn<1 ms „Miller and
Bowman mechanism…

Fig. 7 tIgn for various fractions of flue gas of different burnout
for TAd=1600 K: „a… p=0.1 MPa and „b… p=2 MPa „GRI-Mech 3.0…

Fig. 8 tIgn for various fractions of flue gas of different burnout
for TAd=1600 K: „a… p=0.1 MPa and „b… p=2 MPa „Miller and
Bowman mechanism…

Journal of Engineering for Gas Turbines and Power APRIL 2006, Vol. 128 / 251

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



to extend the calculations to temperatures below the typical LBO
limit of well-mixed flames at 1650 K�TAd�1800 K.

In the next step the NO emissions of the sub-ppm NOx process
are studied for the identical burnout criterion. In the combustor
shown in Fig. 2, carbon monoxide oxidation continues in the cy-
lindrical burnout zone.

The First Stage. With GRI-Mech 3.0, as displayed in Fig. 9�a�,
for each of the three pressure cases the typical strong increase of
the NO emission with increasing adiabatic flame temperature is
predicted. Surprisingly, there is a clearly visible decrease of the
NO mole fraction with increasing pressure. This effect decreases
with increasing flame temperature. For the pressure of p=2 MPa,
sub-ppm NO operation is predicted for adiabatic flame tempera-
tures below TAd=1900 K. Since in experiments much higher NO
emissions are typically measured for TAd=1900 K, there is some
evidence that GRI-Mech 3.0 considerably underpredicts the NO
formation at high pressures and low temperatures.

In previous investigations on the NOx formation of methane-
fired, lean-premixed combustion in high-pressure jet-stirred reac-
tors, also using GRI-Mech 3.0 for simulation, only a relatively
weak pressure dependency of �NO with decreasing �NO for in-
creasing pressure was found, both experimentally and theoreti-
cally �16�. These findings are inconsistent with the presented re-
sults, which were obtained with the same reaction mechanism and
may be subject to further investigation on the influence of the
utilized reactor network model and its parameters.

For the Miller and Bowman mechanism �Fig. 9�b��, the pres-
sure dependence vanishes for typical LBO temperatures of aero-
dynamically stabilized flames. For the low-temperature cases be-
low TAd=1700 K, �NO increases with increasing pressure. The
results obtained with this mechanism show better consistency with
experimental findings, since sub-ppm NO operation is predicted
for adiabatic flame temperature below 1750 K.

Obviously both reaction mechanisms show remarkable differ-
ences concerning their NOx-prediction capabilities. It was noted
earlier �12� that the pressure dependence of the NOx formation at
higher pressures is not very well understood, as it differs from that
of low-pressure flames. Unfortunately, validation of reaction
mechanisms has, in the past, very often been focused on low
pressures and high temperatures. As a consequence, modeling of

high-pressure diluted combustion below 1700 K is a challenge.
So, great care has to be taken using available reaction schemes,
when lean combustion in the low-temperature regime is
simulated.

For a simple comparison of the two reaction mechanisms, a
linear sensitivity analysis considering NO production was made
�10,17�. One interesting finding is, for example, that for reactions,
which are most important for NO formation, some characteristic
changes in the relative magnitude of the sensitivity coefficients for
varying pressure are different for the two mechanisms. But the
origin of the discrepancy is not yet clear.

NO Formation of the Process With Periodic Recirculation
of Combustion Products and Burnout Zone. At the inlet of the
second stage, flue gas from the first stage, which already contains
NO, is admixed to the fresh reactant mixture. From the technical
point of view, the data for TAd=1600 K and p=2 MPa are of
major importance for the implementation of the process in a gas
turbine. In Fig. 10, �NO is plotted versus the mole fraction of the
combustion products in the mixture. The plot is restricted to more
than 50%, because lower values lead to long ignition delay times,
which are less interesting for the technical implementation. Since
extremely high recirculation rates are difficult to achieve, the re-
sults below 70% have the highest relevance for the NO emissions
of the process. The corresponding single-stage NO emission is
indicated as a horizontal dashed line. For combustion product
fractions approaching 100%, all calculated NO emissions con-
verge to the result for the single-stage process. Processes with
nearly 100% of admixed flue gas are almost identical to the
single-stage combustion process.

For GRI-Mech 3.0, NO formation drops beneath the corre-
sponding single-stage value only in the case of low burnout of the
combustion products before mixing. In all other cases, NO emis-
sions increase moderately, but the absolute values are far below
the 1 ppm limit.

Interestingly, the Miller and Bowman mechanism predicts a
reduction of the NO emissions for all compositions of the flue gas
in the interesting range of 50–60 % with particularly low values
for the lowest burnout. The absolute values predicted are more

Fig. 9 NO Formation in the first stage: „a… GRI-Mech 3.0 and
„b… Miller and Bowman mechanism

Fig. 10 NO Formation in the second stage: TAd=1600 K and
p=2 MPa: „a… GRI-Mech 3.0 and „b… Miller and Bowman
mechanism
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realistic than before.
The atmospheric pressure cases �not shown here� reveal a much

weaker influence of staging on the potential NO emission reduc-
tion than found for gas turbine relevant pressure levels.

Additionally to very low NO emissions, the predicted CO emis-
sions also remain at low values. For example, with GRI-MECH
3.0 for TAd=1600 K, CO mole fractions below 0.6 ppm �15% O2�
for p=2 MPa and 2.5 ppm �15% O2� for the atmospheric case are
computed. The corresponding admixed flue gas fractions were
chosen to provide fast ignition, as shown in Fig. 5. For lower
adiabatic flame temperatures, CO emissions even decrease.

Conclusion

• A novel concept for the extension of the LBO of premixed
flames on the basis of the periodic recirculation of partially
burnt combustion products is proposed.

• The technical implementation of this process consists of a
precombustor with segmented injection of the reactants and
a separate burnout zone.

• CFD and reaction kinetics studies indicate that even for
flame temperatures as low as 1500 K, the reaction can be
stabilized in the precombustor.

• For perfectly mixed reactants, NO emissions below 1 ppm
can be expected in the temperature range below 1750 K.

• Deficiencies of state-of-the-art reaction mechanisms con-
cerning their NO prediction capabilities below 1700 K and
for high pressures were detected, which limit the accuracy
of the calculated NO emissions.

Outlook
For the next step of the process development, an experimental

sub-ppm NOx burner is investigated. Its configuration is essen-
tially the same as employed in the CFD study. The walls of the
cylindric reaction volume are made from sintered SiC with a
maximum application temperature of 1900 K �Fig. 11�. This al-
lows thermal insulation of the burner to nearly adiabatic condi-
tions. Optical access is provided for laser light-sheet methods in
three different planes perpendicular to the burner axis. Optical
analysis techniques, such as laser-induced fluorescence �LIF� and
particle-image velocimetry �PIV�, will be applied for the investi-
gation of the flow field and the distribution of the reaction in the

precombustor. In addition, field measurements of the temperature
and the chemical composition in the precombustor will be made
using conventional probes.

The test rig �Fig. 12� is fired with natural gas. For the transfer
of results from atmospheric testing to engine operation, proper
scaling of the ignition delay and the residence times is mandatory.
In order to compensate the effect of the adverse effect of lower
pressure on ignition in the tests, velocity scaling will be applied
and hydrogen will be added to the fuel.
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Nomenclature
Prt � turbulent Prandtl number
Sct � turbulent Schmidt number
TAd � adiabatic flame temperature

p � process pressure
tIgn � self-ignition time

x � fraction of admixed combustion products
� � mole fraction

References
�1� Milani, A., and Saponaro, A., 2001, “Diluted Combustion Technologies,”

IFRF Combustion Journal, online journal: http://www.journal.ifrf.net/Library/,
200101.

�2� Wünning, J. A., and Wünning, J. G., 1997, “Flameless Oxidation to Reduce
Thermal NO-Formation,” Prog. Energy Combust. Sci., 23, pp. 81–94.

�3� Gupta, A. K., 2000, “Flame Characteristics and Challenges With High Tem-
perature Air Combustion,” ASME Paper No. IJPGC2000-15087.

�4� Fluent, 2001, FLUENT 6.0 Documentation, User’s Guide, Fluent, Inc., Leba-
non, NH.

�5� Magnussen, B. F., and Hjertager, B. H., 1976, “On Mathematical Models of
Turbulent Combustion With Special Emphasis on Soot Formation and Com-
bustion,” 16th Symp. �Int.� on Combustion, Combustion Institute, Pittsburgh.

�6� Orsino, S., Weber, R., and Bollettini, U., 2001, “Numerical Simulation of
Combustion of Natural Gas With High-Temperature Air,” Combust. Sci. Tech-
nol., 170, pp. 1–34.

�7� Yang, W., and Blasiak, W., 2001, “Numerical Study of Fuel Temperature In-
fluence on Single Gas Jet Combustion in Highly Preheated and Oxygen Defi-
cient Air,” 3rd Int. Symp. on Advanced Energy Conversion Systems and Re-
lated Technologies, Nagoya.

�8� Kee, R. J., Miller, J. A., and Jefferson, T. H., 1989, “CHEMKIN: A General-
Purpose, Problem-Independent, Transortable, Fortran Chemical Kinetics Code
Package,” Sandia Report SAND80-8003 UC-4.

�9� Glarborg, P., Kee, R. J., Grcar, J. F., and Miller, J. A., 1988, “PSR: A Fortran
Program for Modeling Well-Stirred Reactors,” Sandia Report SAND86-8209
UC-4.

�10� Lutz, A. E., Kee, R. J., and Miller, J. A., 1988, “SENKIN: A Fortran Program

Fig. 11 Cutaway view of the precombustor

Fig. 12 Drawing of the precombustor test rig

Journal of Engineering for Gas Turbines and Power APRIL 2006, Vol. 128 / 253

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



for Predicting Homogeneous Gas Phase Chemical Kinetics With Sensitivity
Analysis,” Sandia Report SAND87-8248.

�11� Sattelmayer, T., Polifke, W., Winkler, D., and Döbbeling, K., 1998,
“NOx-Abatement Potential of Lean-Premixed GT Combustors,” ASME J. Eng.
Gas Turbines Power, 120, pp. 48–58.

�12� Michaud, M. G., Westmoreland, P. R., and Feitelberg, A. S., 1992, “Chemical
Mechanisms of NOx Formation for Gas Turbine Conditions,” 24th Symp.
(Int’l.) on Combustion, Combustion Institute, Pittsburgh, pp. 879–887.

�13� Turns, S. R., 2000, An Introduction to Combustion: Concepts and Applica-
tions, 2nd ed., McGraw-Hill, New York.

�14� Bowman, T., Crosley, D., Davidson, D., Eiteener, B., Frenklach, M., Gardiner,
B., Golden, D. M., Hanson, B., Moriarty, N. W., Qin, Z., Smith, G. M., and
Yang, H., GRI-MECH 3.0, http://www.me.berkeley.edu/gri_mech/

�15� Miller, J. A., and Bowman, C. T., 1989, “Mechanism and Modeling of Nitro-
gen Chemistry in Combustion,” Prog. Energy Combust. Sci., 15, pp. 287–338.

�16� Rutar, T., and Malte, P. C., 2001, ”NOx Formation in High-Pressure Jet-Stirred
Reactors With Significance to Lean-Premixed Combustion Turbines,” ASME
Paper No. 2001-GT-0067.

�17� Turanyi, T., 1990, ”Sensitivity Analysis of Complex Kinetic Systems: Tools
and Applications,” J. Math. Chem., 5, pp. 203–248.

254 / Vol. 128, APRIL 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. Elliott

D. B. Ingham

Department of Applied Mathematics,
University of Leeds,
Leeds LS2 9JT, UK

A. G. Kyne1

e-mail: fueagk@sun.leeds.ac.uk

N. S. Mera

M. Pourkashanian

Energy and Resources Research Institute,
University of Leeds,
Leeds LS2 9JT, UK

C. W. Wilson
Department of Mechanical Engineering,

University of Sheffield,
Mappin Street,

Sheffield S1 3JD, UK

A Novel Approach to Mechanism
Reduction Optimization
for an Aviation Fuel/Air
Reaction Mechanism Using
a Genetic Algorithm
This study presents a novel multiobjective genetic-algorithm approach to produce a new
reduced chemical kinetic reaction mechanism to simulate aviation fuel combustion under
various operating conditions. The mechanism is used to predict the flame structure of an
aviation fuel/O2 /N2 flame in both spatially homogeneous and one-dimensional premixed
combustion. Complex hydrocarbon fuels, such as aviation fuel, involve large numbers of
reaction steps with many species. As all the reaction rate data are not well known, there
is a high degree of uncertainty in the results obtained using these large detailed reaction
mechanisms. In this study a genetic algorithm approach is employed for determining new
reaction rate parameters for a reduced reaction mechanism for the combustion of avia-
tion fuel-air mixtures. The genetic algorithm employed incorporates both perfectly stirred
reactor and laminar premixed flame data in the inversion process, thus producing an
efficient reaction mechanism. This study provides an optimized reduced aviation fuel-air
reaction scheme whose performance in predicting experimental major species profiles
and ignition delay times is not only an improvement on the starting reduced mechanism
but also on the full mechanism. �DOI: 10.1115/1.2131887�

Introduction

Reduction of engine development costs, improved predictions
of component life or of the environmental impact of combustion
processes, as well as the improved assessment of any industrial
process making use of chemical kinetics is only possible with
accurate chemical kinetics modeling. However, the lack of accu-
rate and compact combustion schemes for high-order hydrocarbon
fuels �e.g., aviation fuel� precludes such techniques from being
utilized in many important design processes. To facilitate further
development, a procedure for optimizing chemical kinetic
schemes must be devised in which a reduced number of reaction
steps are constructed from only the most sensitive reactions with
tuned reaction rate coefficients. In developing a dependable re-
duced scheme, released CPU resources can be allocated to im-
proving other aspects of the model, such as a more advanced
turbulence model or a better resolved grid. A novel method for
automating the optimization of reaction mechanisms of complex
aviation fuels is used in this paper to produce a new set of reaction
rate parameters for aviation fuel combustion.

Combustion may be modeled using a system of chemical reac-
tions for which the rates of each reaction are known. Databases
holding measurements of the reaction rate parameters �A’s, �’s,
and Ea’s� are available. These provide the logarithm of the reac-
tion rate as a function of 1/T, where T is temperature. However,
the reaction rate coefficients reported in these databases can often
be conflicting and a large variation can be observed over certain

temperature ranges that cause problems to occur when calculating
the concentration of species for the combustion products away
from their equilibrium values.

Combustion of simple fuels, such as hydrogen, can be calcu-
lated using an eight-step reaction mechanism, for which the reac-
tion rate data are known with confidence �see �1��. Unfortunately,
for complex hydrocarbon fuels, such as aviation fuel, the mecha-
nisms are becoming more elaborate and increasingly complex,
approaching 1100 elementary reactions involving some 200 dis-
tinct species �see �2��. Hence, as all the reaction rate data are not
well known, there is a high degree of uncertainty in the results
obtained using these large detailed reaction mechanisms. One-
dimensional diffusion flame calculations even become computa-
tionally intense at these levels, to the extent of being unable to
obtain stable converged solutions, particularly under increasing
degrees of strain and pressure when using inlet conditions repre-
sentative of realistic combustion environments.

To date only a few studies have been performed to predict the
combustion of commercial fuels, such as aviation fuel, using de-
tailed chemical kinetics, in comparison to simpler fuels, such as
hydrogen, methane, or propane. The very complexity of a fuel
such as aviation fuel, comprising a mixture of n-alkanes, cycloal-
kanes, and aromatics, has necessarily restricted the modeling of its
combustion in practical devices to the use of single-step empirical
expressions or multistep global schemes to describe the chemistry.
Gueret et al. �3� and Dagaut et al. �2� have experimentally inves-
tigated the oxidation of both aviation fuel and n-decane in a jet-
stirred reactor �JSR� under a wide range of conditions. The avia-
tion fuel combustion under premixed laminar flame conditions
was experimentally investigated by Douté et al. �4�.

Patterson et al. �5� developed the Aviation Fuel Reaction
Mechanism �AFRMv1.1�, a detailed chemical kinetics mechanism
for aviation fuel, where, for purposes of modeling, aviation fuel is
assumed to be 89% n-decane and 11% toluene. The AFRMv1.1
chemical reaction mechanism, consisting of 440 reactions be-
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tween 84 species, is capable of predicting the experimentally de-
termined flame structure of Douté et al. �4� with much success
using the measured temperature profile as input and is used in this
study for comparison purposes.

Detailed comprehensive kinetic mechanisms are necessary to
fully understand the fundamental chemistry of combustion, but
are impractical for use in industrial codes because of their size. It
is eminently useful to develop a moderately sized model that will
predict the combustion characteristics of aviation fuel under such
a wide a range of conditions as possible. Such a mechanism can
be used in a network of interconnected reactor modules—
combinations of plug flow, well-stirred, premixed, and nonpre-
mixed jet reactors. Bédat et al. �6� have demonstrated a technique
for integrating complex chemistry effects into direct numerical
simulations while maintaining computational efficiency.

A reduced reaction mechanism for aviation fuel combustion
was developed in Kyne et al. �7�, and their mechanism is used in
this section to test the ability of genetic algorithms �GAs� to re-
trieve the reaction rate coefficients. Through this section, the re-
duced reaction mechanism of Kyne et al. �7�, comprising 167
reactions and 63 species, is referred to as the ORIGINAL mecha-
nism. It should be noted that all reactions of sulphur and nitrogen
compounds and their effect on combustion have been ignored. It is
the purpose of this study to tune the reaction rate coefficients of
the ORIGINAL mechanism using GAs in order to match the ex-
perimental measurements of Dagaut et al. �2�, Gueret et al. �3�,
and Douté et al. �4�.

The mechanism is also shown to satisfactorily predict species
composition profiles in both spatially homogeneous and one-
dimensional premixed combustion environments. The mechanism
is validated for burning velocity and ignition delay time predic-
tions by comparing the results obtained to those predicted by the
detailed reaction mechanism AFRMv1.1

We note that various methods have been proposed in order to
find a set of reaction rate parameters that give the best fit to a
given set of experimental data. Indeed, once the problem is refor-
mulated as an optimization problem, the objective function may
be minimized or maximized by various methods. However, in the
case of complex hydrocarbon fuels, the objective function is usu-
ally highly structured, having multiple ridges and valleys and ex-
hibiting multiple local optima. For objective functions with such a
complex structure, traditional gradient-based algorithms are likely
to fail. Optimization methods based on the linearization of the
objective function �see �8,9�� fall into the same category. A differ-
ent method, namely, the solution mapping method, was proposed
by Frenklach et al. �10� and is based on approximating the surface
of the objective function by polynomial response surfaces gener-
ated by means of a relatively small number of computer experi-
ments. Although efficient from the point of view of computational
time, the method of solution mapping has a major drawback since
the optimization is based not on the real values of the objective
function, but on a polynomial response surface approximating the
real landscape of the objective function. For a highly structured
surface with multiple valleys and hills, the errors in approximating
the object function are large and these errors are likely to affect
the results of the optimization procedure. On the other hand, GAs
are particularly suitable for optimizing objective functions with
complex, highly structured landscapes.

The genetic-algorithm approach has been applied to a related
chemical kinetics problem by Polifke et al. �11�, wherein a
method for the rapid extraction of the chemical kinetics rate co-
efficients for a simplified combustion mechanism from a given set
of �detailed� chemical data is proposed. More recently, an inver-
sion technique, based on a single-objective GA using perfectly
stirred reactor �PSR� data, was developed in Harris et al. �12� in
order to determine the reaction rate parameters for the combustion
of a hydrogen-air mixture. In the above-mentioned study, GAs
were used to determine the reaction rate parameters using mea-
surements of the species concentrations in a perfectly stirred re-

actor. However, many practical combustors, such as internal com-
bustion engines, rely on premixed flame propagation. Moreover,
burner-stabilized laminar premixed flames are very often used to
study chemical kinetics in a combustion environment. Such
flames are effectively one-dimensional and can be made very
steady, thus facilitating detailed experimental measurements of
temperature and species profiles. Therefore, for laminar premixed
flames it is much easier to obtain accurate experimental data to be
used in the genetic algorithm inversion procedure. It was found
�see �12�� that when using only PSR measurements the problem of
retrieving the reaction rate coefficients has multiple solutions that
give equally accurate predictions for species concentrations in
PSR simulations. However, further investigations have shown that
when validated against different experimental data, not all these
solutions are accurate in predicting, for example, the species con-
centration profiles in laminar premixed flames. Hence, in order to
obtain a reaction mechanism that can be used for a wide range of
practical problems it is required to use an inversion procedure that
incorporates multiple objectives. Another reason to use this ap-
proach is because sometimes, in practical situations, the amount
of experimental data available is limited; thus, it is important to
use all the available experimental data, which may come from
different measurements for perfectly stirred reactors or laminar
premixed flames.

Therefore the single-objective optimization technique proposed
by Harris et al. �12� was further extended to a multiobjective
genetic algorithm by Elliott et al. �13� in order to include into the
optimization process data from premixed laminar flames. The al-
gorithm was found to provide good results for a small-scale test
problem, i.e., for the optimization of reaction rate coefficients for
a hydrogen-air mixture. In this paper we use a similar approach in
order to generate a new reaction mechanism for aviation fuel com-
bustion using both perfectly stirred reactors or laminar premixed
flames experimental data. However, the multiobjective optimiza-
tion problem is reduced to a single-objective optimization prob-
lem.

Description of the Problem

Reaction Rate Parameters. In a combustion process, the net
chemical production or destruction rate of each species results
from a competition between all the chemical reactions involving
that species. In this study it is assumed that each reaction proceeds
according to the law of mass action and the forward rate coeffi-
cients are of the three parameter functional Arrhenius form,
namely,

kfi = AiT
bi exp�−

Eai

RT
� �1�

for i=1, . . . ,NR, where R is the universal gas constant and there
are NR competing reactions occurring simultaneously. The rate
equations �1� contain the three parameters Ai, bi, and Eai

for the
ith reaction. These parameters are of paramount importance in
modeling the combustion processes since small changes in the
reaction rates may produce large deviations in the output species
concentrations. In perfectly stirred reactors, as well as in laminar
premixed flames, if the physical parameters required are specified,
and the reaction rates �1� are given for every reaction involved in
the combustion process, then the species concentrations of the
combustion products may be calculated. It is the possibility of the
determination of these parameters for each reaction, based on out-
let species concentrations, that is investigated in this paper.

Perfectly Stirred Reactor (PSR) and Laminar Premixed
Flames (PREMIX) Calculations. Various software packages may
be used for the direct calculations to determine the output species
concentrations if the reaction rates are known. In this study the
perfectly stirred rector calculations are performed using the PSR
FORTRAN computer program, which predicts the steady-state tem-
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perature and composition of the species in a perfectly stirred re-
actor �see �14��, whereas the laminar premixed flame structure
calculations were performed using the PREMIX code �see �15��.

We use Xk to denote the mole fraction of the kth species, where
k=1, . . . ,K and K represents the total number of species. The
temperature and composition that exit the reactor are assumed to
be the same as those in the reactor since the mixing in the reactor
chamber is intense.

If PSR calculations are undertaken for NS
PSR different sets of

reactor conditions, then the output data that are used in the GA
search procedure will consist of a set of KNS

PSR mole concentra-
tions, �Xjk, j=1, . . . ,NS

PSR, k=1, . . . ,K�, where Xjk represents the
mole concentration of the kth species in the jth set of reactor
conditions.

The laminar premixed flame structure calculations were per-
formed using the PREMIX code for burner-stabilized flames with a
known mass flow rate. If all the physical operating conditions are
specified, then for a given set of reaction rates �1� the profiles of
the species concentration and the burning velocity as functions of
the distance from the burner’s surface are calculated. If PREMIX

calculations are performed for NS
PREMIX different sets of operating

conditions, then the output data of the code that is used by the GA
in the matching process consists of a set of species concentration
profiles �Y jk�x�, j=1, . . . ,NS

PREMIX, k=1, . . . ,K� and a set of burn-
ing velocity profiles �Vj�x�, j=1, . . . ,NS

PREMIX�, where Y jk is the
profile of the mole concentration along the burner for the kth
species in the jth set of operating conditions and Vj is the burning
velocity profile for the jth set of operating conditions.

Both PSR and PREMIX programs are not stand-alone programs,
they are designed to be run in conjunction with preprocessors
from the CHEMKIN library �see �16��, which handles the chemi-
cal reaction mechanism and the thermodynamic and transport
properties.

It is the purpose of this paper to determine the reaction rate
coefficients A’s, �’s, and Ea’s in equation �1� given species con-
centrations Xjk in a perfectly stirred reactor and/or profiles of spe-
cies concentration Y jk and the burning velocity profiles Vj in lami-
nar premixed flames.

Reformulation of the Problem as an Optimization Prob-
lem

An inverse solution procedure attempts, by calculating new re-
action rate parameters that lie between predefined boundaries, to
recover the profiles of the species �to within any preassigned ex-
perimental uncertainty� resulting from numerous sets of operating
conditions. The inversion process aims to determine the unknown
reaction rate parameters ��Ai ,bi ,Eai

�, i=1, . . . ,NR� that provide
the best fit to a set of given data. Thus, first a set of output
concentration measurements of species is simulated �or mea-
sured�. If experimental measurements are taken for NS

PSR different
sets of PSR operating conditions and/or NS

PREMIX different sets of
PREMIX operating conditions, then the data will consist of a set of
KNS

PSR concentration measurements of species for PSR calcula-
tions and KNS

PREMIX profiles of species concentrations for PREMIX

calculations.
GA-based inversion procedures seek for the set of reaction rate

parameters that gives the best fit to these measurements. In order
to do so we consider two new objective functions that compare
predicted and measured species concentrations for PSR and PRE-

MIX simulations,

fPSR„�Ai,bi,Ei�i=1,NR
… =�10−8 + �

j=1

NS
PSR

�
k=1

K

Wk

	Xjk
calc − Xjk

exp	
Xjk

exp 
−1

�2�

fPREMIX��Ai,bi,Ei�i=1,NR
�

=�10−8 + �
j=1

NS
PREMIX ��

k=1

K

Wk

�Y jk
calc − Y jk

exp�L2

�Y jk
exp�L2

�
−1

�3�

where

• X jk
calc and Y jk

calc represent the mole concentrations of the kth
species in the jth set of operating conditions using the set of
reaction rate parameters ��Ai ,�iEai

�, i=1, . . . ,NR�.
• X jk

exp and Y jk
exp are the corresponding experimentally mea-

sured values.
• � �L2 represents the L2 norm of a function, which is numeri-

cally calculated using the trapezoidal rule.
• Wk are different weights that can be applied to each species,

depending on the importance of the species. These weights
are set to zero for those species for which no experimental
measurements are available. The small constant 10−8 was
introduced in order to avoid numerical overflow.

It should be noted that the fitness function �2� is a measure of the
accuracy of species concentrations predictions obtained by a given
reaction mechanism for PSR simulations, whereas the fitness
function �3� is a measure of the accuracy in predicting species
concentrations and burning velocity profiles in the case of laminar
premixed flames. We note that several other fitness functions have
been investigated in order to develop a fast and efficient optimi-
zation process �see �13��. For example, promising results have
been obtained also if the fitness function �3� is replaced with a
function that measures only the location and the amplitude of the
peak in the flame speed and in the species concentration profiles.
Overall, the fitness functions given by Eqs. �2� and �3� were found
to outperform other possible expressions for the objective func-
tion.

In this paper, all the species for which measurements exist have
been given an equal weight Wk=1, but one of the advantages of
the expressions �2� and �3� is the flexibility in dealing with species
of various importance. For example, important species can be
given higher weights. Moreover, the expressions �2� and �3� allow
adaptive objective functions. For example, if during the optimiza-
tion process some of the most important species have already been
accurately predicted, but other species that are more difficult to
predict can still be improved, then the weights may be changed
automatically to focus on those species and to direct the GA to-
ward tuning the reactions involved in the production destruction
of those species.

However, the fitness functions �2� and �3� can still be adapted to
accommodate various types of available experimental data. For
example in this study, the objective function �2� is modified in
order to adapt it to the available experimental data by replacing
the sum of absolute values in the expression �2� by L2 norms of
the species profiles considered as functions of the various tem-
peratures given in the set of experimental data at various operating
conditions. This was done to avoid cases when a bias arose
through small levels of species’ concentrations being fitted when
there was a large percentage difference in the predicted and ex-
perimental point measurements. Here the difference in a continu-
ous profile was considered to be a better judge of the correlation
between measured and computed species’ concentrations.

Genetic Algorithm Inversion Technique
There is a vast variety of genetic-algorithm approaches to opti-

mization problems. GAs are, in general, a very efficient optimiza-
tion technique for problems with multiple, often conflicting, ob-
jective functions. However, most GA approaches require that all
the objective functions are evaluated for every individual gener-
ated during the optimization process. For the problem considered
in this paper, if the number of PREMIX runs, NS

PREMIX, is compa-
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rable to the number of PSR runs, NS
PSR, then the objective function

fPREMIX requires a much longer computational run time than fPSR.
Therefore, Elliott et al. �13� proposed a multiobjective GA for
hydrogen mechanism optimization that avoids PREMIX evaluations
at every generation. The algorithm is based on alternating the
fitness functions that are used for selecting the survivors of the
populations generated during the GA procedure. In this paper we
use the experimental data of Dagaut et al. �2�, Gueret et al. �3�,
and Douté et al. �4�, which only includes species measurements
for one PREMIX operating condition and 18 PSR operating condi-
tions. Therefore, for the problems considered, the two objective
functions fPSR and fPREMIX, are comparable from the point of view
of computational time and the alternating technique proposed by
Elliott et al. �13� is not required. In order to maximize the amount
of information used at every generation, then the individuals �i.e.,
possible candidates� are evaluated using both fitness functions and
the GA proceeds by optimizing the combined function

f = fPSRfPREMIX �4�

In order to optimize this combined fitness function we consider a
single-objective float number encoded GA similar to the one pro-
posed by Michalewicz �17�. The genetic operators and the param-
eters used for this GA were taken as follows:

• population size npop=50
• number of offspring nchild=60
• uniform arithmetic crossover, crossover probability pc

=0.65
• tournament selection, tournament size k=2, tournament

probability pt=0.8
• nonuniform mutation, mutation probability pm=0.5
• elitism, elitism parameter ne=2

Various GAs, with various types of encoding, operators, and pa-
rameters may be used, but similar results are obtained. We have
opted for this GA because, in general, it is known that real coded
GAs perform better than binary-coded genetic algorithms for
high-precision optimization problems. Moreover, the float-number
encoding of the variables enable natural implementation of fine
local tuning processes. Indeed, in this algorithm we use a special-
ized operator in order to take advantage of the floating-point rep-
resentation of the solution space to increase the rate of conver-
gence of the algorithm. The nonuniform mutation operator �see
�17�� is an operator that enables fine local tuning and is defined as
follows: if x= �v1 ,v2 ,v3 , . . . ,vk , . . . ,vn is a chromosome, and the
element vk was selected for mutation �domain of vk is �lk ,uk��, the
result is a vector �v1 ,v2 ,v3 , . . . ,vk� , . . . ,vn where vk� is given by

vk� = �vk + ��i,uk − vk� if a random digit is 0

vk − ��i,vk − lk� if a random digit is 1



where i is the number of generations performed and the function
��i ,y� returns a value in the range �0,y� such that the probability
of ��i ,y� being close to 0 increases as i increases. This property
causes this operator to search the space uniformly, initially, when
i is small, and, locally, at later stages. We have used the following
function:

��i,y� = ��i,I,y,r� = y�1 − r�1 − i/I�b
� �5�

where r is a random number in the interval �0,1�, I is the maximal
generation number, and b is a system parameter determining the
degree of nonuniformity.

A very important aspect of the GA inversion procedure is the
size of the search space that is available. For this we constrained
the new sets of rate constants generated every iteration to lie be-
tween predefined boundaries that represent the uncertainty associ-
ated with the experimental findings listed in the National Institute

of Standards and Technology �NIST� database �see �18��. The con-
straints are imposed by associating a very low fitness function to
the individuals that violate these constraints.

It is worth noting that when working with accurate experimen-
tal data, or numerically simulated data, the two fitness functions
�2� and �3� have a common global optimum. Therefore, the two
objective functions are not conflicting and the method we have
proposed can be used, although it searches for a single common
optima rather than a set of nondominated solutions. It is worth
noting that if the experimental data are corrupted with a large
level of noise, then the two objective functions �2� and �3� may be
conflicting and then Pareto-oriented techniques have to be used in
order to construct the front of nondominated solutions �i.e., a set
of possible optima�. In this situation, other considerations have to
be used to make a decision on what is the best location of the
optimum.

Numerical Results. The reaction rate parameters are tuned us-
ing the experimental data of Dagaut et al. �2�, Gueret et al. �3� and
Douté et al. �4�. First NS

PSR=18 different PSR operating conditions
have been considered, and they correspond to the sets: �i� p
=10 atm, �=1.5, �=0.5 s and the initial fuel mole fraction of
10−3 and �ii� p=40 atm, �=1.0, �=2.0 s and the initial fuel mole
fraction of 2.5�10−4. Calculations were performed at various
temperatures from 780 K to 1150 K. For PREMIX simulation, the
atmospheric pressure-rich premixed aviation fuel/O2/N2 flame
��=1.7� was chosen as the basis for a comparison to the model as
an experimental temperature profile is provided along with exten-
sive mol fraction profiles. The input premixed fuel-oxidizer mix-
ture was 2.95% aviation fuel �2.63% n-decane and 0.32% tolu-
ene�, 28.64% O2 and 68.4% N2, and a mass flow rate of
0.0099 g cm−3 s−1 was employed.

A new reaction mechanism, referred to as GA-MECH, is gen-
erated using these experimental data. These mechanism is ob-
tained by tuning the reaction rate parameters of the original
mechanism, i.e., the mechanism of Kyne et al. �7�. It should be
noted that the reaction rate coefficients for all 167 reactions are
allowed to vary and their values are simultaneously tuned. The
tuning is automatically performed by the GA by comparing the
predicted species concentrations at various operating conditions to
the corresponding experimental values. The reactions included in
GA-MECH are the same as in the mechanism of Kyne et al. �7�,
but they use new reaction rate parameters. These two reaction

Fig. 1 The combined fitness function f given by Eq. „4… that
measures the improvement in predicting PREMIX and PSR output
species. The line depicts the evolution of the GA-MECH fitness.
The ORIGINAL mechanism of Kyne et al. †7‡ was used as a
starting point for the search.
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mechanisms, ORIGINAL and GA-MECH are used to produce es-
timations of the output species concentrations, and these estima-
tions are compared next to the experimental data �see �2–4��. The
species concentrations predicted by the detailed mechanism
AFRMv1.1 are also included for comparison purposes.

Figure 1 presents the values of the fitness function f , see Eq.
�4�, as a function of the number of generations. It should be noted
that the fitness function f is a measure of the accuracy of species
concentrations predictions obtained by a given reaction mecha-
nism for both PSR simulations and laminar premixed flames.
Therefore, it is a measure of the efficiency of the mechanism
investigated. In Fig. 1, the ORIGINAL mechanism corresponds to
the low fitness value obtained at the first generation, whereas the
GA-MECH mechanism has a fitness value given by the value of f
at the last generation. Figure 1 summarizes the degree of improve-
ment obtained during the optimization process. In arriving at GA-
MECH it was not necessary, as it sometimes is with gradient-
based optimization algorithms, to restart the procedure when a
local optima is reached. Instead satisfactory results were always
obtained with just one run. It is interesting to note that less than
1% of the CPU time is associated with the GA. In fact, one gen-
eration involves calling the PSR code 50�number of individuals�
�18�number of PSR conditions� and the PREMIX code
50�number of individuals��1�number of PREMIX conditions�.
The results presented here are those obtained after several months
of running on one processor of a 1.0 GHz workstation. However,
there was no real noticeable change in the species profiles after
three weeks of running even though the fitness was still rising. In
order to cut down on these large optimization timescales, future
work will take advantage of the fact that the GA can easily be
modified to run efficiently on multiple CPU processors. In addi-
tion, preliminary research into GA clustering techniques promises
a sixfold decrease in CPU runtimes without any significant loss in
accuracy.

Figure 2 presents the predicted concentrations profiles obtained
by PREMIX calculations at a pressure p=1 atm and fuel-air equiva-
lence ratio, �=1.7 for eight of the species for which experimental
data are available in Douté et al. �4�. Douté et al. �4� have dis-
cussed the difficulties encountered in the H2O analysis and hence
have given an estimation of the accuracy of the analysis as 6% for
major species �O2,N2,CO,CO2,H2,H2O� and as 12% for all
other species. This is in addition to a quoted accuracy of the
temperature measurements of ±0.1 mm for the position and ±5%
for the temperature signal. Taking this into consideration, the pre-
dictions of the GA-MECH model are observed to be quite
satisfactory.

It can be seen in Fig. 2 that for all the major species
�O2,H2O,CO,CO2,H2� the accuracy of predicting the species’
profiles has been substantially increased by the GA-generated re-
action mechanism. For these species, and also for some other
minor species �see, for example, C2H2 and CH4� GA-MECH
clearly outperforms the other two reaction mechanisms considered
in this comparison study. These two species, C2H2 and CH4, are
clearly underpredicted by the other two mechanisms, whereas
GA-MECH brings a substantial improvement in estimating their
concentrations. It is worth noting that for C6H6, the ORIGINAL
and AFRMv1.1 are more accurate for small values of x, the dis-
tance from the surface of the burner, whereas for large values of x
the GA-MECH provides more accurate results. It should also be
pointed out that before any work was done in fitting the experi-
mental species’ profiles a rigorous test was made on the GA. A
simulated dataset was produced using the original reaction mecha-
nism. Then starting from a random initial population, the GA was
used to fit this dataset. The success of this test convinced us that if
a solution exists, then the GA will find it. Thus, the fact the GA-
generated mechanism fails to accurately model the H2, C2H2, and
C6H6 profiles indicates that either the mechanism is incomplete or
the two sets of experimental data are conflicting. It is interesting

to note that the overall improvement in the predictions of the
GA-generated reaction mechanism was undertaken with little
practical implementation cost necessary. Although the actual run-
ning time was three weeks, the actual time taken in manually
implementing the methodology was a matter of a few hours in
updating the necessary files with additional reaction rate data
where necessary.

Overall, for most of the species, GA-MECH is better in predict-
ing experimental data in comparison to both the ORIGINAL and
AFRMv1.1 mechanisms. GA-MECH clearly outperforms
AFRMv1.1, although AFRMv1.1 consists of 440 reactions be-
tween 84 species, whereas GA-MECH and ORIGINAL only use
167 reactions and 63 species. Although this still represents too
much detail when implemented into three-dimensional turbulent
combustion models, the methodology in the optimization remains
unchanged. Future work will be aimed at adapting and reducing
mechanisms that can be more readily implemented into multidi-
mensional, practical simulation applications.

Next, the GA-MECH mechanism is used to predict the flame
structure of an aviation fuel/O2/N2 flame in a jet-stirred reactor
for various inlet temperatures. Results are again compared to
those obtained by the ORIGINAL and AFRMv1.1 mechanisms.
Figure 3 presents the species concentration in a jet-stirred reactor
calculated to the PSR program for the most important output spe-
cies at several operating conditions given by p=10 atm, �=1.5,
�=0.5 s, and various inlet temperatures. The output species con-
centrations for unburned fuel �C10H22+C6H5CH3� and several
typical combustion products, such as O2, CO, CO2, H2, CH4, are
presented. It can be seen that under similar experimental condi-
tions the three reaction mechanisms give very similar concentra-
tion profiles for the main oxidation products.

As the experimental data are presented without addressing the
accuracy of the species analysis and measurement, the overall
agreement between the computational model and experiment can
be considered quite good. Although not presented here, it is re-
ported that similar results are obtained for the other operating
conditions included in the optimization process, namely, p
=40 atm, �=1.0, �=2.0 s. Thus, for the main species, GA-MECH
proves to be just as effective as the more detailed AFRMv1.1
mechanism, whereas GA-MECH is much more effective from a
computational complexity and time point of view. Moreover, if
some other species are investigated, then the GA-MECH outper-
forms the other mechanisms. Figures 3�g� and 3�h� present the
concentration profiles for the output species C6H6 in a jet-stirred
reactor under different conditions of pressure, equivalence ratio,
and residence time obtained by the GA-MECH, ORIGINAL, and
AFRMv1.1 reaction mechanisms. The results are again compared
to experimental data. It can be seen that GA-MECH is substan-
tially more effective in predicting the experimental C6H6 concen-
trations, even when compared to the detailed reaction mechanism
AFRMv1.1.

Overall, for most of the cases considered, GA-MECH was
found to be better in predicting experimental data when compared
to the ORIGINAL or the AFRMv1.1 mechanisms. Substantial im-
provements in evaluating species’ profiles were obtained by GA-
MECH for both laminar premixed flames and jet-stirred reactors
and represents an accurate model for the prediction of aviation
fuel-air flames.

Burning Velocity and Ignition Delay Time Validations. The
GA-MECH mechanism, previously validated against experimental
data, is used next to predict the burning velocity of aviation fuel-
air mixtures. A survey of the literature shows that measurements
of the burning velocity of aviation fuel are virtually nonexistent.
Therefore, the predictions of the GA-MECH mechanism are com-
pared to those obtained using the more detailed mechanism
AFRMv1.1. Predictions obtained by the ORIGINAL mechanism
are also included in Fig. 4, which presents the burning velocity as
a function of the distance from the surface of the burner for a rich
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premixed aviation fuel/O2/N2 flame ��=1.7�. The burning veloc-
ity is plotted for various pressures, namely, p=1 atm, p=2 atm,
and p=5 atm. It can be seen in Fig. 4 that, under similar experi-
mental conditions, the three reaction mechanisms give similar
profiles for the burning velocity, although the burning velocity
calculated by the GA-MECH is slightly higher than those esti-
mated by the ORIGINAL and AFRMv1.1 mechanisms.

In order to provide additional validation of the reaction mecha-
nism GA-MECH generated in this study, the predicted ignition
delay times are computed using the three reaction mechanisms
considered: GA-MECH, ORIGINAL, and AFRMv1.1. In testing
the ignition delay time, the SENKIN code of Sandia National

Laboratories �see Lutz �19�� was used to predict the time-
dependent chemical kinetic behavior of a homogeneous gas mix-
ture in a closed system. For the purpose of this study, the system
was considered to be adiabatic under conditions of constant vol-
ume and atmospheric pressure, with the initial mole fractions such
that the air-fuel ratio is �=1.0. Figure 5 compares the ignition
delay times predicted by the reaction mechanism GA-MECH gen-
erated in this study to the ignition delay times generated by the
original mechanism and the detailed AFRMv1.1 mechanism at
four different initial temperatures. We note that both the GA-
MECH and ORIGINAL mechanisms reproduce the same ignition
delay times as the detailed mechanism AFRMv1.1. This indicates

Fig. 2 Concentration profiles of various species as functions of the distance from
the surface of the burner for a rich atmospheric premixed aviation fuel flame ob-
tained by the GA-MECH „—�—…, the ORIGINAL „¯… mechanism of Kyne et al. †7‡,
the AFRMv1.1 reaction mechanism „—…, and the measured experimental data of
Douté et al. †4‡ „�…
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that the GA does not just generate a mechanism whose validity
only extends as far as those operating conditions included in the
optimization process.

Overall, the predictions of the GA-MECH for the burning ve-

locity and ignition delay time were found to be in good agreement
with those predicted by the detailed mechanism AFRMv1.1.
Moreover, it was seen in the previous section that GA-MECH
outperforms the other mechanisms considered when used to match

Fig. 3 Concentration profiles of „a… Aviation fuel; „b… O2; „c… CO; „d… CO2; „e… H2; „f… CH4; and
„g… C6H6 obtained for various output species for aviation fuel oxidation in a jet stirred reactor at
p=10 atm, residence t=0.5 s and equivalence ratio=1.5 as functions of the inlet temperatures;
and „h… profile C6H6 at p=40 atm, residence t=2.0 s; and equivalence ratio=1.0. Comparisons
are made between GA-MECH „—�—…, the ORIGINAL „¯… mechanism of Kyne et al. †7‡, the
AFRMv1.1 reaction mechanism „—…, and the measured experimental data of Dagaut et al. †2‡
„�….
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the experimentally measured species profiles in both jet-stirred
reactors and laminar premixed flames. Overall, the numerical re-
sults obtained in this study provide us with much confidence in
the predictive capabilities of the GA-generated mechanism.

Conclusions
In this study we have built on previous reaction mechanism

optimization work involving GAs by extending the complexity of
the system under investigation and by developing a new multi-
objective fitness function for generating a new reaction mecha-
nism for aviation fuel-air flames. The mechanism was developed
by tuning the reactions rate coefficients to match all the experi-
mental data available for both spatially homogeneous and one-
dimensional premixed combustion. The new reaction mechanism
generated by the GA was found to successfully predict the flame
structure of an aviation fuel/O2/N2 flame over a wide range of
operating conditions. Moreover, the GA-generated mechanism

provided estimates similar to those obtained with a much more
detailed mechanism when tested for burning velocities as well as
ignition delay time. The results demonstrated that that a GA-
optimized reaction mechanism could be generated that outper-
forms a significantly more detailed reaction scheme with almost
three times the number of reactions in predicting PSR and pre-
mixed flame species’ profiles. The similarity in the predictions of
burning velocity and ignition delay times with both optimized and
nonoptimized mechanisms is reassuring because it indicates that
GA-generated mechanisms should not lose their ability to predict
systems outside of their optimization process. Overall, this study
has proved that GAs can be used with much confidence to develop
new, more effective, reaction mechanisms for the combustion of
complex hydrocarbon fuels. The GA-generated mechanism is
available for download from http://www.personal.leeds.ac.uk/
�fuensm/project/mech.html
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Nomenclature
Ai � pre-exponential factor for the ith reaction
�i � non-Arhenius parameter for the ith reaction

Eai � activation energy for the ith reaction
kfi � forward reaction rate for the ith reaction
T � temperature
R � universal gas constant

Xjk � mole fraction of the kth species in the jth set
of PSR conditions

K � total number of species
NS

PSR � total number of PSR conditions

NS
PREMIX � total number of PREMIX conditions

Y jk � profile of the mole concentration above the
burner for the kth species in the jth set of PRE-

MIX operating conditions
Vj � burning velocity profile for the jth set of PRE-

MIX operating conditions
fPSR � PSR fitness function

fPREMIX � PREMIX fitness function
� �L2 � L2 norm of a function calculated using the

trapezoidal rule
Wk � weighting factor applies to the kth species

� � constant added to fitness functions to avoid
numerical overflow

npop � population size
nchild � number of offspring

pc � uniform arithmetic cross over probability
pt � tournament selection probability

pm � nonuniform mutation probability
ne � elitism parameter
p � operating pressure
V � reactor volume
� � equivalence ratio
� � residence time

Q � heat loss from reactor

Superscripts
calc � calculated values
orig � original values
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Experimental Study on the Role
of Entropy Waves in
Low-Frequency Oscillations in a
RQL Combustor
“Rumble” is a self-excited combustion instability, usually occurring at the start-up of
aero-engines with fuel-spray atomizers at sub-idle and idle conditions, and exhibiting low
limit frequencies in the range of 50 Hz to 150 Hz. Entropy waves at the (nearly) choked
combustor outlet are supposed to be the key feedback mechanism for the observed self-
excited pressure oscillations. The experimental study presented here aims at clarifying the
role of entropy waves in the occurrence of rumble. A generic air-blast atomizer with a
design prone to self-excitation has been incorporated into a thermoacoustic combustor
test rig with variable outlet conditions. The thermoacoustic response of the flame was
characterized by recording the OH* chemiluminescence, the dynamic pressures, the dy-
namic temperatures, and by applying PIV. The measurements have shown the occurrence
of periodic hot spots traveling with the mean flow with considerable dispersion. Mea-
surements have been conducted with an open-ended resonance tube in order to eliminate
the impact of entropy waves on the mechanism of self-excitation. The oscillation ob-
tained, comparable in amplitude and frequency, proved that self-excitation primarily
depends on convective time delays of the droplets in the primary zone and thus on the
atomization characteristics of the nozzle. �DOI: 10.1115/1.2132379�

Introduction
Liquid-fueled aero-engine combustors often are subject to an

audible, self-excited combustion instability at idle and sub-idle
conditions where the combustor pressures and the air temperatures
at the combustor inlet are low. This instability is commonly re-
ferred to as “rumble” with typical low frequencies in the limit
cycle ranging between 50 and 150 Hz.

Many scientific efforts have been undertaken to investigate the
conditions and the mechanisms involved in the occurrence of
combustion instabilities such as rumble. Keller �1� underlines the
role of flow instabilities and subsequent fluctuations in the reac-
tion rate as primary cause for combustion-driven oscillations. In
the context of premixed systems, the work performed by Lieuwen
�2� points out the role of fluctuations in the air-fuel mixture ratio
and the significance of the convection times in the primary com-
bustion zone for the occurrence and frequency of instabilities.

Pressure feedback on the combustor is obtained when tempera-
ture non-uniformities �hot spots, entropy waves� are convected
through a choked combustor outlet �Marble and Candel �3��.
Polifke et al. �4� have shown that entropy waves can enhance or
reduce the stability with respect to self-excited thermo-acoustic
oscillations.

Experimental work with fuel-spray atomizers has been con-
ducted by Konrad et al. �5�, who eliminated rumble in both single
sector and full engine experiments by modifying the fuel atomizer
design, particularly the fuel duct geometry, and the swirl of the
generated flow field. The sensitivity of the atomizer to changes in
the air flow rate for the production of unsteady heat release pat-
terns has also been pointed out by Zhu et al. �6� based on CFD-
simulations. He concludes that the limit frequency of rumble pri-

marily depends on the convective time delays of the entropy
waves from the flame to the nozzle. However, as shown by Sat-
telmayer �7�, the combustor aerodynamics is responsible for dis-
persion of the entropy wave and can significantly reduce their
impact as potential instability driver. His low-order model takes
into account spatial dispersion of equivalence ratio and entropy
waves. He comes to the conclusion that the destabilizing effect of
entropy waves is bound to the low frequency domain where their
dispersion is small.

To what extent entropy waves contribute to the development
and sustainment of low-frequency combustion oscillations is thus
not clear. In this paper we provide experimental results to clarify
the role of entropy and mixing inhomogeneities as key mecha-
nisms of the rumble instability.

Experimental Setup
For the investigations, a generic triple swirl airblast atomizer

with a design typical for aero-engine systems has been mounted to
a generic combustion chamber. The atomization behavior under
forcing of this injector has already been investigated in Ref. �8�.
Figure 1 shows a cross section of the combustor assembly with
the investigation areas for PIV �small box�, OH* chemilumines-
cence �large box�, dynamic pressure ���, and dynamic tempera-
ture ���.

The combustion chamber is operated from near-ambient pres-
sure conditions up to 1.6 bar static pressure �absolute�. It has a
square cross section and measures 90 mm�90 mm�280 mm,
comparable to the dimensions of a single sector in a real aero-
engine combustor. Exchangeable side plates allow a flexible ad-
aptation to the requirements of the various measurement tech-
niques applied. The primary combustion zone is optically
accessible through exchangeable quartz windows. Corresponding
side plates allow the application of pressure transducers and dy-
namic temperature probes along the whole combustor length. Ig-
nition is achieved using a spark plug.

The generic air-blast diffusion injector/combustor system inves-
tigated is of the Rich-Quench-Lean-type. Jet A-1 is used as fuel.
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Two rows of holes for primary and secondary air injection in the
top and bottom plate of the combustion chamber provide the aero-
dynamic and stoichiometric operating conditions. The hole pattern
and location was derived from the engine �annular� liner geom-
etry. The hole diameters were determined from typical air distri-
butions of such liners on the basis of CFD. The supply of the air
injection is acoustically decoupled using perforated plates. Dilu-
tion, film- and liner-cooling in the downstream part of the com-
bustion chamber are omitted. About 60% of the overall air mass
flow enters the combustion chamber as admix air.

The outlet conditions of the combustion chamber are varied as
follows:

1. Venturi nozzle: A water-cooled Venturi nozzle is used to im-
pose choked exit conditions to the combustor. The throat
measures 20 mm in diameter. For the considered operating
point, the application of the Venturi led to an increase of the
static combustor pressure of about 0.4 bar.

2. Resonance tube: An open-ended resonance tube has been
designed to eliminate the impact of temperature non-
uniformities on the combustor acoustics. The cylindrical
tube measures 101 mm in diameter and thus corresponds to
the cross-sectional area of the combustor. In order to comply
with the acoustic boundary conditions imposed by the
nozzle, the length of the tube has been adapted to obtain an
admittance at the combustor outlet which is comparably low.

Measurement Techniques and Data Analysis. Spatially re-
solved flame recordings have been performed using an intensified
High Speed camera. To detect the OH* chemiluminescence at a
wavelength of 308 nm, a DUG11-X filter was mounted on the
camera, showing bandpass characteristics for wavelengths be-
tween 260 nm and 380 nm. Recordings of the self-excited flame
were done at a sampling rate of 4500 Hz. Usually, a sequence of
350 camera images was saved for each operating point, covering 6
to 10 oscillation cycles of the flame. The camera was focused on
the central plane of the primary zone of the combustion chamber.
The viewed area in the images measures 113 mm in diameter.

Time-resolved characterization of the flame thermoacoustics in-
cluded the synchronous measurement of the flame OH* chemilu-
minescence, the dynamic combustor pressures, and the dynamic
temperature.

For capturing the dynamic pressure in the combustion chamber,
water-cooled pressure transducers of type PCB J106B have been
used. These acceleration-compensated piezo-type transducers
measure the dynamic pressure within a range of 0.7 Pa to 0.57 bar
on a static head of up to 138 bar. Due to soot formation in the
flame and in the dilution zone of the combustor, the pressure
transducer had to be mounted upstream of the injector spray cone,
6 mm downstream of the injector outlet plane.

The OH* chemiluminescence of the flame has been captured
using a photomultiplier equipped with a DUG11X-filter. The pho-
tomultiplier was positioned at 300 mm radial distance from the
combustion chamber with a field of view covering the whole op-
tically accessible part �90 mm�150 mm� as shown in Fig. 1. In
general, it is not clear to what extent the OH* chemiluminescence
represents the heat release rate in the case of spray flames. How-
ever, the experience gained with the current experiment suggests
that it is applicable here, since it provides data that is consistent
with, e.g., the fast thermocouple measurements discussed below.

For the quantification of the gas temperature perturbations in
the combustor, the approach described in Ref. �9� has been modi-
fied to allow the determination of the gas temperature without in
situ determination of the cut-off frequency of the thermocouple in
the combustor. The measurements were conducted using a water-
cooled probe containing two Pt/RhPt-thermocouples with differ-
ent wire diameters �0.002 in. and 0.003 in.� that are positioned at
1 mm separation on the probe. The stationary gas temperature has
been reconstructed according to the approach in Ref. �9�. As
shown there, the energy balance for the thermocouple implies a
linearized first-order lag �P-T1� response behavior with respect to
the temperature perturbation, including exchange of heat by con-
vection and radiation. The radiative heat losses of the thermo-
couples to the cooler combustor walls are approximated assuming
quasi-steadiness and a grey body behavior of the thermocouples.
For that purpose, the wall temperature is measured at several lo-
cations with sets of thermocouples, being soldered into pocket
holes in the combustor side plates. With the wall temperature Tw
and the diameter of the thermocouples dt1,2 being known, the
energy balance applied to both thermocouples thus results in two
equations for three unknowns, namely the two local convective
heat transfer numbers �t1,2 and the gas temperature Tg. Assuming
identical local gas velocities at the thermocouples ut1�ut2 �which
is justified with respect to their close vicinity on the probe�,
�t1 /�t2 becomes a function of the diameter ratio dt1 /dt2 only.
Although the absolute values for �t1 and �t2 are still unknown, Tg
can be calculated with good success on the basis of the two mea-
sured thermocouple signals by linear regression over their P-T1-
compensated Fourier spectra.

Dynamic temperature measurements were performed along the
central axis of the combustor at 20 mm, 75 mm, and 130 mm
distance from the injector exit and close to the combustor outlet
plane at 275 mm distance �see Fig. 1�.

The acquisition of the time-resolved data is controlled by a
multichannel-I/O-Board �300 kHz, 12 bit�. Each channel was
sampled with 10 kHz. The time-domain sequences usually con-
tained 10,000 samples each. The relative errors of the photomul-
tiplier and microphone measurements are estimated to be within
±5%. Also, the stationary gas temperature can be determined
within this error margin. Due to the assumptions made for recon-
structing the dynamic gas temperature �system linearity, constant
thermocouple diameters� the maximum relative error of the am-
plitudes of the temperature perturbations is higher, but does not
exceed ±15%. The reconstructed temperature phase however
proved to be more stable. Phase errors are bound within ±10 deg.

Particle Image Velocimetry (PIV): 2D-PIV was employed to
determine the phase-resolved velocity field inside the kerosene
spray cone in the central longitudinal section of the primary zone.
The phase-resolved measurements were triggered by the dynamic
combustor pressure, using a microphone with a subsequent volt-
age comparitor switch. To collect detailed data at the combustor
inlet, the downstream region of the injector exit was investigated,
which measured 42 mm�62 mm starting 1 mm downstream of
the combustor front as shown in Fig. 1. For each phase angle, 180
single shots were averaged, leading to a statistical error below 6%.
Phase errors did not exceed ±10 deg. The statistical error of the
measured velocities inside the flame zone tends to increase, due to
droplet burning and decreasing droplet concentrations. The higher

Fig. 1 Schematic representation of the generic combustor
with air distribution and the measurement positions
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standard deviation was used to filter out misleading flame zone
data during image post-processing.

Phenomenology of the Self-Excited Combustion Oscilla-
tion

In the following subsections, we describe the phenomenology
of the self-excited oscillation as observed in the rig at an operating
condition characterized by a relative static pressure drop over the
injector of �p=2.1%, no air preheating �T30=300 K�, and an
overall equivalence ratio of �=0.55.

Venturi Nozzle With Choked Exit. Figure 2 shows one period
of the self-excited combustion oscillation at 126 Hz limit fre-
quency obtained with the Venturi nozzle mounted on the combus-
tor exit. The images are taken from the high speed video sequence
capturing the OH* chemiluminescence of the flame. The relative
phase angle � refers to the phase with maximum integral OH*

radiation of the flame. The corresponding time traces of the com-
bustor pressure together with the flame OH* chemiluminescence
recorded by the photomultiplier are plotted in Fig. 3.

Both Fig. 2 and Fig. 3 show a strong pulsation of the flame.
High OH* intensities are mainly observed in the primary zone
near the rows of admix air injection. The pressure rise inside the
combustion chamber, immediately following the high reaction
rates in Fig. 3, leads to periodic build-up and decay of the primary
combustion zone. A Fourier analysis of the results in Fig. 3 shows
that the OH* signal leads the pressure signal by 53 deg. The time
traces exhibit a very stable phase relationship between the signals
and a beat for both the pressure and the chemiluminescent inten-
sity. The correlation of the modulated amplitudes is very high, i.e.,
oscillation cycles with high pressure amplitudes temporally coin-
cide with highly oscillating chemiluminescence and vice versa.

The pressure amplitudes in the range of 2%–5% of the static
combustor pressure partly exceed the moderate relative pressure
drop of the nozzle for this operating point. As a consequence, the
flow velocity from the injector decreases strongly and occasion-
ally flame flashback towards the nozzle is observed ��=60 deg�.
In the dilution zone, i.e., downstream of secondary air injection,
lower levels of OH* radiation are detected. Nevertheless, in this
region with an overall lean mixture, periodic detachment of zones
of locally increased reaction rate can be discerned, which origi-
nate from the primary reaction zone and which are subsequently
convected towards the combustor outlet.

The oscillating combustor pressure affects the fuel spray supply
to the combustion zone: Rising combustor pressure reduces the
available air momentum for atomization, shifts the spray spectrum
towards larger droplets and increases the convective delay times
of the spray to the flame. Concerning the droplet size, the inves-
tigations in Ref. �8� have established the following quasi-steady
relationship between the Sauter mean diameter of the kerosene
spray d32 and the relative air velocity ua for the investigated
nozzle

d32

d32,0
= � ua

ua,0
�−1.6

�1�

Following the quasi-steady approach for the pressure-velocity
coupling at the injector for low frequencies, derived in Ref. �8�, a
relative rise of 5% of the combustor pressure with respect to the
pressure drop thus leads to a 4% increase of d32.

The impact of the pressure on the convective delay times of the
spray from the atomizer lip to the flame tip can be seen in Fig. 4,
which shows the phase-resolved spray velocities measured with
PIV. The phase reference is the same as for Fig. 2. From Fig. 4,
we see that the high combustor pressure for ��90 deg leads to a
rapid decay of spray injection. The recovery of adequate spray
injection velocities takes place for ��144 deg, when the pressure
wave in the combustor is negative. The droplet peak velocities in
the center plane of the combustor vary between 8 m/s for �
�72 deg and 32 m/s for ��288 deg. Higher delay times for
acceleration of the larger droplets increase the spread of convec-
tive droplet time delays encountered during one oscillation period.
Referring to a mean flame stand-off distance of 35 mm, deduced
from Fig. 2, the characteristic delay times for the smallest droplets
including droplet acceleration can be estimated to 2 ms, referring
to Ref. �8�.

Figure 5 shows the recorded time domain data of the combustor
pressure �grey� and the gas temperature 5 mm upstream of the
venturi nozzle at the combustor outlet, or 40 mm upstream of the
critical throat diameter �black�. The reconstructed mean tempera-
ture is 1545 K and deviates by about 2% from the adiabatic flame
temperature for the overall equivalence ratio set ��=0.55, Tad
�1580 K�. The oscillations of pressure and temperature are
nearly in phase; the temperature lags the pressure by 17 deg. The
amplitude of the temperature perturbation varies considerably
from cycle to cycle, which can be attributed to the influence of
wave dispersion by the combustor aerodynamics �7�. The average
amplitude of the temperature perturbation amounts to 31 K.

In order to investigate the impact of the combustor aerodynam-
ics on the entropy wave produced by the flame, dynamic tempera-

Fig. 2 High speed camera recording of the flame OH* chemi-
luminescence during one combustion oscillation cycle at
126 Hz

Fig. 3 Time traces of the relative combustor pressure p� /p
„grey… and the normalized OH* chemiluminescence „black… ob-
tained with the Venturi nozzle
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ture measurements have been performed at different axial loca-
tions of the combustor according to the positions shown in Fig. 1.
In Table 1, the temperature perturbations are characterized by their
Fourier amplitudes at the oscillation frequency �126 Hz�. Table 1
also shows the phase difference to the synchronously measured
OH* signal at the respective frequency. The y coordinate refers to
the distance from the longitudinal combustor axis. T1 and T2
correspond to thermocouple positions directly up- and down-
stream of the main reaction zone, which is bound to the interval
30 mm�xf �50 mm, as seen from Fig. 2. T4 is the position
10 mm upstream of the nozzle inlet, where two radial positions
have been measured denoted by T4a and T4b.

A first important conclusion can be drawn from Table 1: The
signal phases obtained for T1 and T2 in the immediate vicinity of
the reaction zone show that the temperature lags the OH* chemi-

luminescence by about 105 deg. Taking into account minor phase
delays due to convection between flame and thermocouples, a
phase relationship is obtained corresponding to harmonic heat re-
lease q̇� and the temperature Tg� under isobaric conditions

q̇�ei�t = 	cp

d�Tg�e
i�t�

dt
Þ arg�q̇�� − arg�Tg�� = 90 deg �2�

For the investigated diffusion flames, we now can conclude that
the detected OH* chemiluminescence is a useful measure for the
local heat release oscillation of the flame, q̇�, such that the Ray-
leigh criterion

	
0

T

q̇��t� · p��t�dt � 0 �3�

establishing the necessary condition for thermoacoustic self-
excitation can be evaluated on the basis of, e.g., Fig. 3.

From Table 1 it can be further concluded that the dispersion of
the entropy wave in the combustor is important. In the vicinity of
the flame, temperature pulsations of 161 K and 102 K are ob-
tained. While T1 feels the periodic flame movement toward the
injector, the axial position of T2 is close to the second row of air
injection, which explains the lower values obtained for this point.
The entropy waves produced by the flame rapidly decay when
traveling toward the combustor outlet. At the outlet, approxi-
mately 80% of their measured initial strength is dispersed. From
the phase shift of the temperature oscillation obtained between
positions T2 and T4, a convective time delay of 
s=8.3 ms from
the flame to the nozzle is obtained for the entropy wave. The
resulting convective velocity comes close to the calculated bulk
velocity of the gas in the combustor, which confirms the convec-
tive character of the waves.

The chemiluminescence recordings in Fig. 2 show an inhomo-
geneous heat release over the height of the combustion chamber
with increasing intensity near the combustor walls. Also, their
respective convection speed is different, such that a phase disper-
sion of the entropy waves should be expected at the Venturi
nozzle. In order to assess the effective temperature inhomogeneity
at the nozzle inlet, a measurement of the dynamic temperature has
been conducted 15 mm off the centerline of the combustor, corre-
sponding to about half the distance toward the upper rim of the
convergent nozzle inlet �Positions T4b�. Under the influence of
the hot spots near the combustor walls, the temperature amplitude
is increased by 20% with respect to the centerline value. The
relative phase difference of 34 deg of the temperatures obtained
between the radial positions T4a and T4b further indicates the
highly dispersive character of the entropy wave convection in the
combustor.

Referring to Ref. �3�, the amplitude of the reflected pressure
wave generated by an entropy disturbance at a choked compact
nozzle can be calculated as

p�

p
= −

�M

2 + �� − 1�M
T�

T
. �4�

For the temperature fluctuations encountered at the nozzle inlet,
a relative amplitude of 1.36% is obtained for the reflected pressure
wave. This is sufficiently high to sustain self-excitation, but too

Fig. 4 Phase-resolved, averaged droplet velocities at the in-
jector outlet measured by PIV for one oscillation cycle at
126 Hz. The velocity magnitude refers to the absolute value of
the two component velocity vector 
u2+v2 in the center plane
of the combustor.

Fig. 5 Time traces of the relative combustor pressure p� /p
„grey… and the gas temperature near the nozzle inlet „Position
T4 in Fig. 1, black…

Table 1 Propagation of the temperature waves in the
combustor

Pos. x �mm� y �mm� Tg� �K� ��OH*,T �deg�

T1 20 0 161 104
T2 75 0 102 109
T3 120 0 47 −120
T4a 275 0 31 123
T4b 275 15 38 89
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low for the level of pressure oscillation measured. Furthermore,
the pressure and temperature perturbations measured near the
critical outlet in Fig. 5 are nearly in phase, which disagrees with
the theory predicting a phase shift of 180 deg. The role of the
entropy waves on the self-excited combustion oscillation thus re-
quires more clarification.

Resonance Tube With Open Exit. In order to eliminate the
influence of entropy waves on the combustor acoustics, the Ven-
turi at the combustor outlet was replaced by an open-ended reso-
nance tube with a length designed to impose a comparably low
outlet admittance to the combustor. Figure 6 shows the Fourier
amplitudes of the obtained pressure oscillation.

The relative pressure amplitude with resonance tube �grey� rises
to about 3% of the static combustor pressure, being about 0.6
percentage points higher than the oscillation obtained with the
nozzle �black�. The peak frequency is 118 Hz, which is 8 Hz be-
low the frequency encountered in the choked case. The OH* high
speed recording of the pulsating flame delivers very similar im-
ages to those shown in Fig. 2.

Plotting the time traces of pressure and OH* chemilumines-
cence in Fig. 7, an oscillation behavior almost identical to that
obtained with the nozzle �Fig. 3� can be seen. The pressure oscil-
lation varies less in amplitude from cycle to cycle. The heat re-
lease of the flame leads the combustor pressure by 62 deg. The
Rayleigh criterion, Eq. �3�, is fulfilled. High speed images of the
flame �not shown here� show the same kind of flame oscillation
illustrated in Fig. 2.

Interpretation of the Results
A pressure feedback by reflection of entropy waves at the

nozzle can be excluded for the resonance tube. The similarity of
the results thus proves that entropy waves do not play a significant
role for the occurrence of the encountered low-frequency combus-
tion instability.

Since the phase relation between pressure and heat release in
both test configurations is almost the same and both pressure drop

and equivalence ratio have been maintained, we can conclude that
the injector and especially the convective delay times in the pri-
mary zone are the main source for self-excitation. With the admit-
tance of the fuel side being negligible, the fuel mass flow through
the injector can be assumed constant. Consequently, as already
discussed in the context of Eq. �1�, the sensitivity of the atomizer
to changing air momentum affects the heat release by producing a
higher number of smaller droplets with correspondingly faster
burn-off times. The global heat release rate will thus rise with the
finer spray obtained for low pressure conditions in the combustion
chamber. The phase angle between minimum pressure and maxi-
mum heat release is then a measure for the convective delay times
of the smaller droplets. Referring to the measurements in Figs. 3
and 7, these delay times can be quantified as 2.80 ms �nozzle� and
2.78 ms �resonance tube�. These values fit very well to the time
delay estimations for smaller droplets on the basis of the PIV
velocities in Fig. 4, which confirms the findings above.

For the test case with nozzle, the phase shift between tempera-
ture and pressure at the nozzle inlet is small �Fig. 5�. Under those
circumstances, the entropy wave destructively interferes with the
self-excited combustion oscillation. This explains the beat ob-
tained in the pressure trace of Fig. 3, which leads to a relative
variation of the amplitudes by about 1.5–2 percentage points. In
the Fourier spectrum for the nozzle shown in Fig. 6, a minor
pressure peak at 85 Hz is found, which does not appear for the
resonance tube and which is likely to be related to the influence of
entropy waves.

Figure 8 shows a schematic representation of the feedback
cycle for the entropy waves and the phase relationship between
the quantities that influence the combustion process. Figure 8 in-
cludes the finding of this paper concerning the transfer behavior of
the diffusion flame, namely the 90 deg phase relation between
heat release and temperature and the fact that the heat release rate
was found to increase with smaller droplet diameters. With the
time delay of pressure wave propagation in the combustor being
negligible and for measured 
d=2.8 ms and 
s=8.3 ms, the
matching condition

�
i

��i = n · 2� �n = 1,2,3, . . . � �5�

with n being a natural number is fulfilled for fs=68 Hz. With
respect to the implied model simplifications, this is a good ap-
proximation of the peak frequency at 85 Hz and shows that the
oscillation of the entropy can indeed be expected in the respective
frequency range of the second peak in Fig. 6. The strength of the
entropy peak in the pressure spectrum is however smaller than
predicted by the theory. Possible explanations are the considerable
phase dispersion of the entropy waves, showing that the condi-
tions inside the combustor are not strictly 1D, and the fact that the
nozzle is water-cooled, thus not isentropic.

As shown in Fig. 9, the thermoacoustic mode at 126 Hz and its
second harmonics at 252 Hz are dominating the pressure spec-
trum. The separate pressure peak at 85 Hz indicates that the
entropy-related pressure perturbations coexist with the thermoa-
coustic oscillations in the combustion chamber.

The side bands found in the amplitude spectrum �Fig. 9� are a
result of the non-linearity of the limit cycle. The peak frequencies
of the side bands at 211 Hz and 41 Hz correspond to the combi-
nation frequencies of the entropy and the thermoacoustic oscilla-

Fig. 6 Fourier spectra of the relative pressure amplitudes ob-
tained for the operation with Venturi nozzle „black… and reso-
nance tube „grey…

Fig. 7 Time traces of the relative combustor pressure p� /p
„grey… and the normalized OH* chemiluminescence „black… ob-
tained with the resonance tube

Fig. 8 Schematic representation of the feedback cycle for en-
tropy waves with the phase relations of the quantities involved
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tion. The weaker entropy wave, being coupled with the thermoa-
coustic wave by the instationary heat release of the flame, thus
leads to an amplitude modulation of the dominating thermoacous-
tic mode which was encountered in Fig. 3.

Influence of the Operating Conditions
In order to prove if the above findings apply to a wider range of

operation conditions, the limit cycle pressure was recorded for
varying air mass flows and equivalence ratios. The results in Fig.
10 show that the limit frequencies are essentially determined by
the absolute pressure drop of the injector �p. �p is related to the
specific momentum flux of the atomizing air stream by the quasi-
steady Bernoulli equation applied to the injector

�p =
	

2
ua

2�1 + inj� �6�

ua is the injection velocity. The upstream velocity is neglected in
Eq. �6� due to the high area ratio between injector and supply
section �1:90�. Equation �6� has been proven applicable for this
burner in the low-frequency regime investigated �8�. The momen-
tum flux 	aua

2 is part of the Weber number, influencing the maxi-
mum stable droplet size d32 of the spray. �p is thus linked with
d32 which in turn determines the time scales for fuel transport and
evaporation �8�, which are the rate-controlling steps under low
ambient temperatures and pressures �10,11�. The dominating in-
fluence of d32 and �p on the limit cycle frequency is another
indicator for the significance of the spray-related processes in the
primary zone on the system acoustics. Since the wavelength of the
rumble mode by far exceeds the size of the �unextended� combus-
tor, the oscillation takes place in the combustor in a bulk mode.
The time delay in the primary zone thus will influence both the
instability frequency and the achievable amplification rates. The
influence of the equivalence ratio is, however, low. This stays in
context with the observation of soot deposition at the water-cooled
exit nozzle, which indicates local quenching and partially incom-

plete spray combustion, becoming particularly important under
conditions of low injector pressure loss.

Figure 11 shows the dynamic pressure amplitudes in the limit
cycle as a function of the applied static pressure loss. �p� / p is the
effective dynamic pressure loss amplitude over the burner, which
is modulated by the combustor pressure oscillations. The grey line
delimits the region where dynamic pressure oscillations would
exceed the static pressure loss over the injector, leading to flow
reversal through the burner. The oscillation amplitudes lie below
this line. The static pressure loss characteristics of the injector
thus provide an upper limit for the attainable oscillation ampli-
tudes. The measurement data indicate that the breakdown of the
air injection and the deceleration of fuel supply to the flame under
conditions of rising combustor pressures controls the rumble am-
plitudes attainable in the limit cycle.

Findings and Conclusions
The instability mechanism of a generic airblast atomizer with a

design typical for aero-engine systems has been investigated un-
der self-excitation. The experiments presented here yield the fol-
lowing results:

• The self-excited flame oscillation obtained is accompanied
by the formation of entropy waves. These hot spots are con-
vected with bulk velocity toward the combustor outlet. The
dispersion of the entropy waves from the flame to the nozzle
is high.

• Self-excited flame oscillations have also been obtained un-
der non-choked exit conditions with a similar outlet imped-
ance of the combustor. Entropy waves are thus not essential
for the occurrence and the sustainment of the encountered
low-frequency combustion oscillation.

• Unsteady heat release, which proved to be adequately rep-
resented by the OH* chemiluminescence of the flame, pri-
marily stems from the atomization characteristics of the air-
blast atomizer, its sensitivity to pressure perturbations, and
thus of perturbations of the flow field in the primary com-
bustor zone.

• The coupling between pressure and heat release rate with
respect to droplet velocity measurements in the primary
zone has shown that the oscillation frequency obtained is
dominated by the characteristic convection time scales of
the fuel from the atomizer lip to the flame, being biased
toward small droplets.

• The entropy waves produced by the flame lead to the reflec-
tion of separate pressure waves at the choked nozzle. The
strength of these entropy-related pressure waves is however
too weak to significantly alter the dominating thermoacous-
tic mode of the primary zone, but results in an amplitude
modulation of the combustor pressure in the limit cycle.

• The amplitude of the pressure oscillations obtained is lim-
ited by the static pressure drop over the injector.

Fig. 9 Side bands of the relative pressure amplitude for the
limit cycle of the self-excited oscillation with Venturi. The graph
is an enlargement of Fig. 6.

Fig. 10 Limit cycle properties of the combustion oscillations
with Venturi. Limit cycle frequencies over the injector pressure
loss for variable equivalence ratios.

Fig. 11 Normalized pressure amplitude �p� /p of the self-
excited oscillation over the relative static pressure drop �p /p
across the injector
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Nomenclature
cp � isobaric specific heat �W/kg K�

d32 � Sauter mean diameter �m�
f � frequency �Hz�

M � Mach number
p � pressure �Pa�
q̇ � heat release �W/s�
T � temperature �K�
t � time �s�
u � axial velocity �m/s�
x � axial coordinate �m�
y � radial coordinate �m�
� � ratio of specific heats

inj � pressure loss factor of injector
� � phase angle �deg�
� � equivalence ratio

 � time delay �s�
� � angular frequency �s−1�

Subscripts
� �a � air
� �d � droplet

� �g � gas
� �s � entropy

Superscript
� �� � perturbation
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Integration of Gas Turbines
Adapted for Syngas Fuel With
Cryogenic and Membrane-Based
Air Separation Units: Issues to
Consider for System Studies
The purpose of this paper is to aid systems analysts in the design, modeling, and assess-
ment of advanced, gasification-based power generation systems featuring air separation
units (ASUs) integrated with gas turbines adapted for syngas fuel. First, the fundamental
issues associated with operating a gas turbine on syngas will be reviewed, along with the
motivations for extracting air from the turbine-compressor and/or injecting nitrogen into
the turbine expander. Configurations for nitrogen-only and air-nitrogen ASU integration
will be described, including the benefits and drawbacks of each. Cryogenic ASU technol-
ogy will be summarized for both low-pressure and elevated-pressure applications and key
design and integration issues will be identified and discussed. Finally, membrane-based
ASU technology will be described and contrasted with cryogenic technology in regard to
system design and integration. �DOI: 10.1115/1.2056535�

1 Introduction
Many studies �1–3� have shown that coal gasification combined

cycle �CGCC� power generation systems featuring oxygen-blown
gasifiers can achieve higher efficiency and reduced capital costs
by integrating, to various degrees, the gas turbine with the ASU.
Although it is not currently clear whether the benefits of full in-
tegration outweigh its potentially negative impacts on system
availability, control and operability, especially during transient
�e.g., start-up, shutdown� conditions, nearly all the concepts being
considered for the next generation of ultra-efficient power plants
rely on some level of integration.

Motivating the trend towards ASU integration is the opportu-
nity for future gasification-based power plants to employ an
emerging, membrane-based air separation technology that prom-
ises significant capital cost reductions1 but must be integrated with
the gas turbine to achieve acceptable cycle efficiency �6�.

In recent years, the ability to operate conventional, cryogenic
ASUs at elevated pressures has led to several innovations that
enhance their integration with gas turbines. Consequently,
elevated-pressure, cryogenic technology is currently considered to
be the state-of-the-art baseline against which membrane-based
technology should be compared.

Whether the ASU is cryogenic or membrane-based, integrating
it within a CGCC system can help address the challenges associ-
ated with operating gas turbines originally designed for natural
gas on coal-derived syngas instead.

At present, the commercial demand for gas turbines designed
for combined-cycle power generation is dominated by natural gas
applications. Consequently, commercially available gas turbines

have been designed to attain optimal performance when fueled
with natural gas, rather than other fuels such as coal-derived syn-
gas. Due to the great expense of developing gas turbines, it is
unlikely that the gas turbine industry will develop a gas turbine
specifically for syngas until that market undergoes significant
growth.

In the absence of gas turbines designed specifically for syngas,
the only option currently available for coal applications is to adapt
a natural gas-based turbine for use with syngas fuel. As will be
shown, an optimal adaptation requires modifications to the turbine
equipment as well as certain process changes within the overall
CGCC system. This paper focuses on the latter, specifically the
integration between the ASU and the syngas-adapted gas turbine.

2 Adapting a Gas Turbine for Syngas
As shown in Fig. 1, a gas turbine consists of three main ele-

ments: �1� an axial-flow air compressor, �2� a combustor that com-
bines the compressed air with fuel, and �3� an expander that ex-
tracts work from the hot, pressurized products of combustion.

Some, but typically not all, of the pressurized air discharged
from the turbine-compressor is supplied directly to the turbine-
combustor. �The amount of air compressed by the turbine-
compressor is significantly more than that required for stoichio-
metric combustion.� In conventional, air-cooled turbines, some of
the compressed air is diverted for cooling various turbine compo-
nents. In many applications, a portion of the discharged air is
extracted for use elsewhere in the process. For example, in CGCC
systems, air may be extracted and supplied to the air separation
unit.

Since gas turbines are primarily designed to be fueled with
natural gas, supplying them with syngas �i.e., a fuel gas synthe-
sized via coal gasification� presents certain challenges that must
be addressed. As shown by Table 1, there are substantial differ-
ences between the chemical compositions and heating values of
natural gas and syngas that is produced in oxygen-blown CGCC
systems. Pipeline natural gas is predominantly methane, which
typically comprises over 93% of its volume. Its volumetric lower

1A study by Air Products and Chemicals �4� concluded that compared to a highly
integrated, elevated-pressure cryogenic ASU, their membrane-based ASU would “de-
crease the installed specific cost �$ /mTPD� of air separation equipment by 35%.
Such savings decrease the installed capital cost of the overall �CGCC� facility by
7%¼ while the efficiency also improves by one percentage point.” A similar com-
parison by Praxair �5� reached very similar conclusions.

Contributed by the Combustion and Fuels Division of the International Gas Tur-
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heating value is around 35 MJ/m3. Syngas is primarily composed
of carbon monoxide and hydrogen, but also contains a significant
fraction �up to 50%� of noncombustibles, such as steam, carbon
dioxide, and nitrogen. Accordingly, its heating value is much
lower. The syngas streams produced at the Wabash River and
Tampa Electric CGCC plants had volumetric lower heating values
less than 8 MJ/m3, or about one-fourth that of natural gas.

The differences in composition and heating value between natu-
ral gas and syngas present two main challenges for adapting a gas
turbine for syngas fuel:

1. accommodating different combustion characteristics, and
2. accommodating higher volumetric- and mass-flow rates of

fuel gases through the gas turbine combustor and expander.

Both of these challenges can be partially addressed by integrating
the gas turbine with the air separation unit.

2.1 Accommodating Syngas Combustion Characteristics.
Gas turbines intended for combined cycle applications are de-
signed with high firing temperatures since cycle efficiency in-
creases with the turbine firing temperature �9�.

High firing temperatures, however, exacerbate the challenge of
preventing excessive, localized flame temperatures in the turbine-
combustors. Such “hot spots” are to be avoided for two reasons:
�1� they can lead to elevated metal temperatures that reduce com-
ponent life and �2� they can increase the “thermal” formation of
nitrogen oxides �NOx�.

Consequently, recent designs for natural gas-fueled gas turbines
have abandoned single-stage diffusion combustors in favor of lean

premix2 combustion technology in an effort to avoid hot spots in
the combustor �10�. When fueled with natural gas, lean-premix
gas turbines limit emissions of NOx to 9–25 ppm �at 15% O2�
�11�.

2.1.1 Use of Single-Stage Diffusion Combustors. Unfortu-
nately, hydrogen-rich fuels such as syngas cannot be used in cur-
rent, natural-gas-based designs of lean-premix combustors. Com-
pared to methane, hydrogen’s auto-ignition delay is shorter and its
flame speed is faster—both by an order of magnitude �10�. Taken
together, these factors produce an unacceptable risk of the com-
bustion flame propagating upstream, or “flashing back,” into the
lean-premix zone.3

As a result, gas turbines have been adapted for syngas fuel by
reverting to the single-stage diffusion combustors featured in
older gas turbine designs—meaning a different approach must be
employed to avoid hot spots and control NOx formation. Avoiding
hot spots is made more difficult by the higher adiabatic flame
temperatures of hydrogen �2047°C� and carbon monoxide
�2100°C�, versus 1875°C for methane �1�.

This challenge has typically been met by lowering the turbine
firing temperature and/or introducing diluents, such as nitrogen
from the ASU, steam raised with low-level heat in the heat recov-
ery steam generator, or water.

2.1.2 Introduction of Diluents. Testing programs �8� at Gen-
eral Electric �GE� have shown that diluting the syngas to a heating
value between �4 and 5 MJ/m3 ��100 and 125 Btu/SCF� can
reduce NOx emissions to �10 ppmvd4 at 15% excess O2—even
while maintaining a 1400°C �2550°F� combustor exit temperature.
Dilution has been commercially demonstrated to limit NOx emis-
sions to approximately 15 ppmdv �at 15% excess O2�.

If not introduced properly, diluents can degrade flame stability,
potentially leading to flame blowout �1� and/or higher carbon
monoxide emissions �2�. To maintain flame stability, the designer
has the choice to premix the diluents with the syngas and/or inject
them directly into the gas turbine combustor. GE prefers to inject
diluents �whether steam and/or nitrogen� directly into the combus-
tor for reasons associated with controllability, efficiency, and cost
�8�. The optimal arrangement depends largely on the diluent in
question and the composition of the syngas.

As shown in Table 2, three of the four currently operating
CGCC plants use both steam and nitrogen for dilution �11�.

2.2 Accommodating Higher Volumetric and Mass Flow
Rates

2.2.1 Relationship Between Mass Flow and Output. The
power output of a gas turbine is directly related to the mass flow
through its expander. Due to a turbine’s mechanical limitations,
such as its torque limit or surge margin, there is a maximum mass
flow—and power output—that the turbine can safely tolerate.

In natural gas applications, air constitutes the vast majority of
the mass flow, while the natural gas fuel contributes very little.
The mass flow of air that passes through the gas turbine depends
on the ambient air density and is controlled volumetrically by
opening and closing its inlet guide vanes.

2.2.2 Increased Mass Flows in Syngas-Fueled Turbines. The
amount of fuel energy required by a particular gas turbine is based
upon its simple-cycle, design-point performance when fueled with
natural gas. This fuel energy requirement can be expressed as a
constant ratio to the mass flow of air supplied to the turbine com-

2Also known as dry low-NOx combustion �General Electric�, dry-low emissions
process �Rolls-Royce/Allison� and SoLoNOx process �Caterpillar/Solar Turbines�.

3However, DOE is currently funding the development of new combustors that will
enable lean-premix combustion technology to eventually be used in future syngas
applications to control NOx emissions to 3 ppmvd or less �at 15% excess O2�.

4Parts per million �dry volume basis�.

Fig. 1 Elements of a gas turbine

Table 1 Comparison of natural gas and syngas produced in
oxygen-blown CGCC systems

Component

Volumetric %

Natural
gasa

Syngasb

Wabash
River

CGCC

Tampa
Electric
CGCC

H2 ¯ 24.8 27.0
CO ¯ 39.5 35.6
CH4 93.1 1.5 0.1
CO2 1.0 9.3 12.6
N2+Ar 1.6 2.3 6.8
H2O ¯ 22.7 18.7
Higher hydrocarbons 4.3 ¯ ¯

LHV;c MJ/m3 �Btu/ ft3� 35 �930� 7.8 �210� 7.1 �190�

LHV, MJ/kg �Btu/ lb� 48 �21,000� 9.0 �3900� 8.2 �3500�

aThis composition is based on the mean of over 6800 samples of pipeline quality
natural gas taken in 26 major metropolitan areas of the United States �7�.
bSyngas compositions were taken from a report by GE �8�.
cLower Heating Values �LHV� were calculated by the author based on gas industry
standard conditions: 1 atmosphere, 60°F.

272 / Vol. 128, APRIL 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



bustor �1�. Therefore, for a given mass flow of air supplied to the
turbine combustor, a gas turbine would require the same amount
of fuel energy regardless of whether the fuel is natural gas or
syngas. However, since the volumetric and gravimetric heating
values of syngas are much lower than those of natural gas �see
Table 1�, a much greater volume �typically four- to fivefold� and
mass �typically five- to sixfold� of syngas fuel is necessary to
supply the required energy to the turbine.

The introduction of certain diluents, such as steam and
“nonextracted”5 nitrogen, further inflates the net increase in flow.
GE reports that the combined flow of fuel and diluents in a gas
turbine adapted for syngas could be up to eight times the fuel flow
of a natural gas machine �15�.

Gas turbines fueled with natural gas or oil are typically de-
signed for an expander �fuel+air� to compressor �just air� mass
flow ratio of 1.02–1.03 �1� and achieve maximum efficiency when
operated within this range. In contrast, the mass flow ratios of gas
turbines adapted for syngas are typically well above this optimal
range. For example, GE �8� reported that 1.16 is a typical mass
flow ratio for gas turbines adapted for syngas fuel.

Various process solutions �see Sec. 2.2.3� can be employed to
reduce the mass flow ratio of a syngas-fired gas turbine such that
it is closer to the optimal, design-point value ��1.02�. Although
this would increase the turbine’s efficiency �in terms of total en-
thalpy input�, it would also decrease the net power output. Since
coal is a relatively low-cost fuel, CGCC economics usually favor
trading off lower turbine efficiency for a higher net output.

Of course, there is a limit to the extent that a gas turbine’s mass
flow ratio can be increased when adapting it for syngas. Mass flow
is typically limited by one of the following two factors:

1. Fault torque limit: Unless measures are taken to limit and/or
accommodate the increase in mass flow, the higher power
output may exceed fault torque limits �9�.

2. Compressor surge margin: In terms of fluidic impedance, the
turbine-expander is a choked, fixed-area restriction. Conse-
quently, apart from physical modifications, increasing the
expander mass flow requires a higher pressure and/or lower
temperature at the inlet6 of the expander’s first stage nozzle.
Increasing the inlet pressure creates a backpressure at the
turbine-compressor discharge and reduces the compressor’s

surge7 margin �16�, increasing the risk of unstable turbine
operation. Decreasing the inlet temperature reduces the effi-
ciency of the combined cycle.

2.2.3 Process Techniques for Accommodating Increased Flow
Rates. To stay below fault torque limits and/or preserve an ad-
equate surge margin for a gas turbine adapted for syngas-fuel,
various process solutions can be employed to offset the increased
mass flow through the turbine-expander:

• To the extent practical, nitrogen dilution can be replaced
with syngas humidification. To achieve a given reduction in
NOx, the required mass flow of water is half the required
mass flow of nitrogen �16�. �However, see Sec. 3.1 for the
drawbacks of syngas humidification.�

• The turbine-compressor’s inlet guide vanes can be partially
closed to reduce the mass flow of air admitted into the gas
turbine. However, throttling the inlet guide vanes may re-
duce the compressor surge margin �17�. Furthermore, if the
inlet guide vanes are partially closed at full-load operation,
it reduces the extent to which further throttling can be used
to reduce turbine output for part load operation �17�.

• Similarly, the expander’s mass flow can be decreased by
extracting air from the gas turbine compressor discharge and
diverting it to the ASU.

Extracting air from the gas turbine compressor actually effects
dual reductions in the expander’s mass flow: as less air is supplied
to the gas turbine combustor, less fuel is needed to satisfy its
design-point ratio of fuel energy to air mass.

An integration study by SWPC �1� estimated that extracting
�6% of the air discharged from the turbine-compressor would
reduce the mass flow through the expander of a nondiluted
syngas-fired turbine such that it is equivalent to the mass-flow
through a natural gas-fired turbine expander. Although returning
diluent nitrogen from the ASU to the turbine would partially offset
the reduction in mass flow achieved via extraction, the SWPC
study concluded that—for systems featuring cryogenic ASUs—
there is always some combination of air extraction and nitrogen
injection that will achieve the design-point mass flow ratio.

Of course, all of the above measures to reduce mass flow re-
duce volumetric flow as well. Mitigating the increase in volumet-
ric flow can potentially reduce the extent of equipment modifica-
tions that must be made to a gas turbine adapted for syngas fuel.
Volumetric flows can also be reduced by operating the gas turbine5See Sec. 3. Injected nitrogen contributes to a net increase in the turbine-expander

flow rate only if it was not separated from air extracted from the turbine-compressor.
�Nitrogen in extracted air is simply diverted from the turbine, separated from the air,
and returned.�

6When the turbine flow is choked �sonic� at the first-stage nozzle, it cannot be
increased by adjusting its downstream pressure.

7An axial compressor surges when its flow decreases enough to cause a momen-
tary flow reversal. The flow reversal occurs when the compressor can no longer
overcome its discharge pressure.

Table 2 ASU and turbine parameters of currently operating CGCC power plants „sources: Refs. †11–14‡…

Wabash River
�Indiana, US�

Tampa Electric
�Florida, U.S.�

Nuon Power
�Buggenum, The Netherlands�

ELCOGAS
�Puertollano, Spain�

Start-up year on coal ‘95 ‘96 ‘94/’95 ‘97/’98
ASU typea LP EP EP EP
Absolute pressure, bar �5 13.8 �10 �10
Oxygen purity, % volume 95% 96% 95% 85%
Gas turbine model GE 7FA GE 107FA Siemens V 94.2 Siemens V 94.3
Pressure ratio �15 �15 11.4 16.1
Nitrogen integration
% of ASU nitrogen supplied to turbineb 0 �100 �100 �100
Air integration
-% of ASU air feed supplied with extracted air 0 0 100 100
-% of compressor discharge air extracted for ASU 0 0 16 18
Diluents H2O H2O & N2 H2O & N2 H2O & N2

aLow pressure �LP� or elevated pressure �EP�.
bTypically somewhat less than 100% of the nitrogen is supplied to the turbine as a small portion is used in other plant applications, e.g., soot blowing, coal carrier gas, etc.
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at a higher pressure and/or with a lower firing temperature.

2.2.4 Turbine Modifications to Accommodate Increased Flow
Rates. To accommodate higher volumetric flows while preserving
an adequate surge margin, it may be necessary to slightly8 in-
crease the effective area of the expander’s stage-one nozzle or, in
some cases, add another stage to the compressor.

To accommodate the unavoidable increase in volumetric fuel
flow, gas turbines adapted for syngas fuel must be designed with a
second9 fuel handling and injection system that has larger compo-
nents, e.g., gas manifolds, valves, and fuel injectors.

3 Integration Configurations

3.1 Nitrogen-Only Integration. Byproduct nitrogen from a
cryogenic ASU can be used in several areas of the power genera-
tion system, most notably in the gas turbine.

As shown in Fig. 2, “nitrogen-only” integration consists of sup-
plying nitrogen from the ASU to the gas turbine-combustor by
premixing it with the syngas stream or by injecting it directly into
the turbine-combustor.

The CGCC power plant in Tampa, FL features nitrogen-only
integration. See Table 2.

Depending on the gas turbine design, nitrogen integration can
yield several benefits.

As discussed in Sec. 2.1.2, using nitrogen as a diluent can in-
crease the life of turbine components and reduce the formation of
thermal NOx by eliminating hot spots in the turbine combustor.

Furthermore, nitrogen dilution may be especially beneficial for
gas turbines that would otherwise be derated due to low ambient
air density, i.e., at high ambient air temperatures. At such condi-
tions, more syngas can be burned to increase the power output if
nitrogen dilution is used to maintain the optimal turbine firing
temperature �2�.

Of course, if the ASU is designed to produce residual nitrogen
at high pressure, nitrogen integration would likely be required to
achieve reasonable system efficiency. This is certainly the case for
membrane-based ASUs, since nitrogen emerges in the nonperme-
ate stream at both high pressure and temperature.

As noted in Sec. 2.2.2, one drawback of nitrogen injection is
that it can potentially exacerbate the various challenges �e.g.,
equipment modifications, surge margin, efficiency optimization�
associated with increased flow rates in syngas-fired gas turbines.

For some systems, dilution may best be achieved by injecting
air, carbon dioxide, or steam, rather than nitrogen, into the syngas.
For example, if significant energy is required to compress the
nitrogen to the injection pressure �e.g., when a low-pressure cryo-

genic ASU is employed�, syngas humidification is often preferred
over nitrogen dilution. However, one should consider the trade-
offs of using these other gases.

For example, if air is used, care must be taken that its oxygen
content does not create a combustible mixture where combustion
is not desired.

If steam is used it must be purified of minerals that could en-
hance corrosion in the turbine. This is not required for nitrogen.

Another drawback of syngas humidification is that it may re-
quire a decrease in the turbine’s firing temperature. Introducing
steam increases the heat transfer coefficient of the combustion
gases, leading to elevated metal temperatures in the expander sec-
tion �9� and a reduction in turbine life.

3.2 Air-Nitrogen Integration. As shown in Fig. 3, “air-
nitrogen” integration consists of supplying the ASU with pressur-
ized air extracted from the gas turbine compressor, followed by
injection of some or all of the nitrogen/vitiated-air stream back
into the gas turbine.

Both of the CGCC plants operating in Europe feature air-
nitrogen integration. See Table 2.

Typically, more than enough air is discharged from the gas
turbine compressor to fully supply the air required by a cryogenic
or membrane-based ASU in a gasification system. Configurations
are commonly referred to as “fully” or “partially” integrated de-
pending on whether all or part of the ASU’s feed air is supplied by
extracted air. Likewise, the “degree of integration” is commonly
defined as the percentage of ASU air feed that is met by extracting
air from the gas turbine.

3.2.1 Potential Benefits of Air-Nitrogen Integration. Although
air-nitrogen integration makes reliable system operation a more
complex and challenging endeavor, it does offer solutions for
some gas turbine issues and certain advantages with regard to
system efficiency and cost.

As discussed in Sec. 2.2.3, extracting air from the gas turbine
compressor reduces the flow through the expander. This reduces
the extent of physical modifications required to accommodate in-
creased volumetric flows through the turbine’s expander and fuel
systems. It also moves the mass flow ratio between the compres-
sor and expander closer to its design-point value, potentially in-
creasing the compressor’s surge margin and enhancing the tur-
bine’s efficiency.

Overall system efficiency may be improved by supplying the
ASU with air extracted from the turbine compressor. For a non-
integrated ASU, the air feed is typically compressed in a dedi-
cated, intercooled, radial-flow compressor. Although the �single-
stage� isentropic efficiency of a gas turbine’s axial-flow
compressor ��90% � is higher than that of a radial-flow compres-
sor ��82% �, it is likely that the turbine-compressor’s overall ef-
ficiency will be lower because it is not intercooled. However, if
the heat of compression contained in the air extracted for the ASU

8Substantially increasing the area of the stage-one nozzle would require a major
redesign, essentially equivalent to developing a new gas turbine model.

9Syngas-fired gas turbines must be operated on an alternative fuel, typically natu-
ral gas, during certain off-design conditions, e.g., during startup and shutdown.

Fig. 2 Nitrogen-only integration „simplified view…
Fig. 3 Air-nitrogen integration „simplified view…
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can be usefully recovered, an improvement in overall system ef-
ficiency may result. �Recovering the heat of compression is not an
issue for membrane-based ASUs since they require a high-
temperature air feed �Sec. 7.2.2�. Heat recovery for cryogenic
ASUs is less straightforward �Sec. 5.2.2�.�

Furthermore, since air extraction allows the radial-flow com-
pressor to be reduced in size—or even eliminated in the case of
full integration—capital cost savings can be achieved from air-
nitrogen integration of the ASU.

3.2.2 Potential Drawbacks of Air-Nitrogen Integration. In-
creased operational complexity is a significant drawback of air-
nitrogen integration. According to the degree of integration, op-
eration of the gas turbine, ASU, and gasifier becomes more
interdependent. This decreases the flexibility of system operation
and makes reliability a greater challenge. Fluctuations in the pres-
sure and flow rate of air extracted from the turbine-compressor
can cause havoc with the operation of air-integrated cryogenic
ASUs. See Sec. 5.2.1. Furthermore, system start-up is much more
difficult if the gas turbine, gasifier, and ASU must be brought
on-line more or less in unison.

Commercial experience to date10 with full integration was so
problematic that the majority of today’s designs use extracted air
to supply only a portion, if any, of the air feed to a cryogenic ASU
�13�. �In contrast, theoretical designs for future systems that em-
ploy a membrane-based ASU frequently feature full air-nitrogen
integration.�

Another drawback of air-nitrogen integration is that the gas
turbine may have to be modified to accommodate the impacts that
air extraction may have on the turbine-compressor and the cooling
air schemes for the combustor and expander. Although the re-
quired modifications will vary among turbine models, GE reports
�9� that

• up to �5% of the turbine-compressor discharge can typi-
cally be extracted without any modifications,

• extracting between 5% and 20%11 is normally possible with
some modifications to the compressor discharge casings,
piping, and controls, and

• extracting more than 20% requires extensive modifications
to the turbine.

General Electric’s advanced H gas turbine may represent a no-
table exception to the above guidelines. Unlike previous turbine
designs, which employed open-loop air cooling, the H turbine
uses closed-loop steam cooling. Consequently, since none of the
air from the compressor discharge must be reserved for cooling
duty, more air can be extracted for supply to the ASU �18�.

4 Cryogenic Air Separation
Commercialized in the early 20th century, the cryogenic air

separation process uses low-temperature distillation to separate air
into its product components �oxygen, nitrogen, argon�. Cryogenic
technology has improved significantly over the years and remains
the preferred technology when high oxygen production rates are
required. It is used almost exclusively for applications demanding
100 tons/day of oxygen or more �19�, which is the case for
oxygen-blown gasifiers.

4.1 Low-Pressure Cryogenic. Conventional cryogenic ASUs
operate at low pressure, meaning that the feed air is compressed
just enough to allow the nitrogen by-product to be discharged at
atmospheric pressure. Depending on the oxygen purity specifica-

tion and the extent of efficiency optimization, absolute air feed
pressures to low-pressure �LP� cryogenic ASUs are typically 4.4
to 7.2 bar �6�.

Since the boiling points of argon and oxygen are very close,
separating oxygen and argon �together� from nitrogen can be ac-
complished in a two-column12 distillation process, generating an
oxygen product that is 95% pure and a nitrogen product that is
98% pure �19,11�. If oxygen purity greater than 95% is required, a
third column would likely be required to remove argon from the
oxygen product.

Product streams typically leave the ASU in gaseous form near
ambient temperature and pressure. If liquid products are desired,
additional refrigeration is required.

4.2 Elevated-Pressure Cryogenic. As described above, LP
cryogenic ASUs have traditionally been designed to accept air at
an absoute pressure—4.4 to 7.2 bar—such that product streams
leave the unit at or near atmospheric pressure. Today, however,
cryogenic plants can be designed to operate at much higher
pressures—at or near the discharge pressures of gas turbine com-
pressors �2�. In fact, of the four CGCC power plants currently
operating, three feature elevated-pressure �EP� ASUs. See Table 2.
The ability to operate at higher pressures may be partially attrib-
uted to recent improvements in manufacturing technology that
increased the maximum operating pressure rating of cryogenic
heat exchangers �19�.

Elevated-pressure ASUs are typically favored for systems that
supply the ASU with extracted air and inject all or nearly all13 of
the byproduct nitrogen into the gas turbine �3,13�. In fact, im-
provements in EP ASU technology have been credited with en-
abling nitrogen injection to become an economically viable option
�15�. An elevated inlet pressure to the ASU translates to higher
suction pressures for the pumps and compressors that boost its
oxygen and nitrogen products to their final delivery pressures,
reducing their power consumption. Accordingly, the operating
pressure of an EP ASU should be adjusted to provide a good
match with downstream compressors.

Another important benefit of operating at elevated pressure is
that more compact equipment can be used, reducing the capital
cost of the ASU.

As integrated systems begin to feature advanced gas turbines
with increasingly high pressure ratios, their ASUs will be required
to accept air, and deliver nitrogen, at increasingly higher pres-
sures. The degree to which ASU operating pressure can be el-
evated is limited by thermodynamic and economic constraints.
The differences in the volatilities of oxygen, argon, and nitrogen
decrease with increasing pressure, making the separation by dis-
tillation more difficult. Consequently, if the operating pressure of
a cryogenic ASU is elevated high enough, recovering the same
quantity of oxygen at a given purity would require additional steps
�2�.

5 Integration of Cryogenic Systems

5.1 Degree of Integration (Feed Air Fraction). All or part of
the air required by a cryogenic ASU can be supplied by extracting
air from the discharge flow of the turbine-compressor. Sections
2.2 and 3.2 described several factors that should be considered
when determining what fraction of ASU air feed should be sup-
plied via extraction, i.e., the “degree of integration”:

• effects on system start-up, reliability, and operational flex-
ibility,

10Two CGCC plants in Europe experienced delays in startup and increased oper-
ating complexity as a result of employing full integration. Consequently, there is a
perception that full integration is now out of favor with the gasification industry,
especially when project economics value reliability over efficiency �11�.

11GE has adapted its Model F machines for syngas such that up to 20% of the air
from the compressor discharge can be extracted without affecting the cooling air
system �15�.

12In the typical two-step distillation process, the relatively impure oxygen pro-
duced in a high-pressure column is further purified in a low-pressure column.

13The benefit of elevated-pressure operation is diminished as a greater fraction of
the byproduct nitrogen must be vented because it is not required by the gas turbine.
In some cases, it may be worthwhile to utilize an EP ASU coupled with an expander
to extract work from the vented nitrogen. In other cases, it may be better to simply
employ an LP ASU.
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• effect on turbine mass-flow balance,
• extent of gas turbine modifications required,
• comparative efficiencies of the gas turbine-compressor and

the dedicated ASU compressor,
• potential for reducing the size of, or even eliminating, the

dedicated ASU compressor.

In general, no more than 15%14 of the turbine-compressor dis-
charge flow is required to supply all of the feed air required by a
cryogenic ASU in a gasification system �16�. According to the GE
guidelines referenced in Sec. 3.2, extracting this much air would
require some—but not “extensive”—modifications to the gas
turbine.

A case study �16� by Foster Wheeler Corporation �FWC� ana-
lyzed the balance between air extraction and nitrogen dilution and
its impact on system efficiency. As discussed in Sec. 2.2.2, the
amount of nitrogen diluent that can be injected into the turbine-
expander is constrained by the necessity to operate near the
design-point value of the turbine’s mass flow ratio. Any nitrogen
that cannot be injected into the turbine or used elsewhere in the
plant must be vented to the atmosphere. However, as more air is
extracted from the turbine-compressor, more nitrogen can be in-
jected into the turbine-expander. At some minimum degree of
integration,15 just enough air is extracted to allow the full amount
of nitrogen to be injected.

Foster Wheeler concluded that this is the point at which system
efficiency is maximized. At lower degrees of integration, net
power is steadily reduced as the ASU’s dedicated air compressor
must consume more power to supply a greater portion of the
ASU’s air feed. At higher degrees of integration, net power is
steadily reduced as the gas turbine generates less power because
no more nitrogen is available to replace the mass-flow of extracted
air in the turbine expander. The FWC study, which was based
upon a GE 9001 FA gas turbine, determined this optimum degree
of integration to be 46%. However, other gas turbines would have
a different optimum value.

Air Products and Chemicals, Inc. �APCI� cited studies that con-
cluded the optimum degree of integration typically occurs when
between 25% and 50% of a cryogenic ASU’s air feed is supplied
by extracting air from the turbine �2�. This recommendation re-
flects an optimization of system cost and efficiency, while preserv-
ing the ability to start the ASU with its stand-alone air compressor
�14�.

Both of the CGCC plants currently operating in Europe feature
full �100%� integration. See Table 2.

5.2 Conditioning the Extracted Air

5.2.1 Pressure. Many published designs of cryogenic ASUs
featuring air-nitrogen integration choose to reduce the pressure of
extraction air before it is introduced into the ASU. Two reasons
are cited for this approach:

1. Operating at the full extraction air pressure would likely
require the addition of a third distillation column to effi-
ciently separate the oxygen at a suitable purity �18�.
Gasification-based power systems with cryogenic ASUs usu-
ally specify an oxygen purity of approximately 95% by vol-
ume �2�. See Table 2. While LP cryogenic plants routinely
achieve this purity with two distillation columns, EP cryo-
genic plants would need a third column to meet the specifi-
cation if operated at full extraction air pressure. It is unlikely
that the addition of a third column could be economically

justified in a CGCC plant unless there was an application or
market for the liquid argon byproduct that would be sepa-
rated with the third column �14�.

2. Expanding the extraction air to an intermediate pressure may
be required to maintain stable operation of the integrated
system �6,3�. During changes in ambient conditions, or when
the turbine is at partial-load or off-design conditions, the
pressure, and perhaps flow rate, of air extracted from the
turbine-compressor will fluctuate. If the air is fed directly to
a cryogenic ASU, these fluctuations would be translated to
the operating pressure of its distillation columns and the
suction pressures of its product pumps/compressors. Unless
nontraditional controls were used, such changes in distilla-
tion pressure would affect the purity at which nitrogen and
oxygen is produced �2�. Expanding the extraction air to an
intermediate pressure16 allows the ASU to operate at a
steady pressure independent of potential fluctuations in ex-
traction air pressure.

Other benefits can be derived from reducing the pressure of the
extraction air. If it is expanded through a turbine that drives a
compressor or an electric generator, the system’s power consump-
tion can be reduced. Furthermore, expanding the extracted air also
cools it, an effect that is magnified if work is extracted during the
expansion. This would reduce the duty/size of any heat exchanger
required to cool the extraction air. �See Sec. 5.2.2.�

From the data in Table 2, it may be inferred that one or both of
the European CGCC plants may operate their ASUs at an inter-
mediate pressure. The pressure ratios of their turbines are reported
to be 11.4 and 16.1 and they both operate their ASUs at an abso-
lute pressure of �10 bar.

5.2.2 Temperature. Due to the heat of compression, air ex-
tracted from the gas turbine usually has a temperature between
370 and 430°C �2� and must be cooled to ambient temperature
before being introduced into a cryogenic ASU. To achieve a rea-
sonable efficiency, heat must be recovered from the air as it is
cooled.

The extracted air’s high-level heat is typically recovered by
transferring it to the nitrogen stream produced by the ASU. Since
the nitrogen is then injected into the turbine, the transferred heat is
ultimately utilized by the combined cycle process.

Various strategies have been proposed to recover the extracted
air’s intermediate- and low-level heat as it is cooled to ambient
temperature prior to admission into the ASU. Some integrated
designs choose to expand the extracted air somewhat �see Sec.
4.1.3�, which further cools the air and recovers intermediate-level
heat as work is extracted during the expansion. Low-level heat in
the extracted air is often recovered in heat exchangers internal to
the cryogenic air separation process.

5.3 Compression of Oxygen and Nitrogen Products. The
pressure of oxygen emerging from a cryogenic ASU must be in-
creased before it can be introduced into the gasifier. Likewise,
before being supplied to the gas turbine, residual nitrogen must be
compressed to the turbine-combustor operating pressure. To ac-
complish these pressure increases in an optimal manner, the nitro-
gen and oxygen products may be pumped in liquid form within
the ASU, compressed in gaseous form downstream of the ASU, or
pressurized in some combination thereof.

5.3.1 Pumping Liquid Products. Both LP and EP cryogenic
ASUs can be designed such that all or part of the required oxygen
and/or nitrogen product emerges from the distillation columns in
liquid form. This allows the product to be pumped to a higher
pressure as a liquid, reducing the need for gaseous compression,
which is more energy intensive. The liquid can be pumped to its

14This guideline is more or less corroborated by Table 2 which shows that the two
European CGCC plants fully supply their EP ASUs by extracting 16%–18% of the
air discharged by their turbine-compressors. GE cites a similar range of 11%–20% air
extraction for fully integrated gasification systems with cryogenic ASUs �15�.

15I.e., the minimum degree of integration when the turbine-compressor is not
throttled down. Although throttling would allow all of the ASU nitrogen to be in-
jected at a lower degree of integration, i.e., less air extraction, FWC determined that
this strategy actually decreases system efficiency.

16A report by FWC �16� recommended expanding the extraction air to the pres-
sure at which air would be extracted when the gas turbine is operating at 50% load.
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full delivery pressure or some intermediate pressure that provides
a good match for a selected downstream compressor. These so-
called “fully pumped” or “partially pumped” liquid cycles add
another degree of freedom for optimizing the design of integrated
systems, offering the potential to reduce—or even eliminate—
stages of downstream compression.

5.3.2 Compressing Gaseous Products. Compressing product
gases downstream of the ASU in a centrifugal compressor train is
frequently the most economic option to achieve the required de-
livery pressures �19�. This can be accomplished either isother-
mally or adiabatically. The systems analyst should explore which
approach is the most economic for a particular cycle.

Traditionally, the products of air separation have been com-
pressed in a nearly isothermal process using many stages of inter-
cooled centrifugal compressors, each having a pressure ratio less
than 2 �2�. Although this isothermal approach minimizes the work
required for compression, it requires that nearly all the heat of
compression be rejected to cooling water through intercoolers.

Although adiabatic compression requires more work than iso-
thermal compression, studies have shown that it could result in a
higher overall efficiency for some cycles �2�. Since both the oxy-
gen and nitrogen are supplied to high temperature devices in in-
tegrated systems �the gasifier and gas turbine, respectively�, re-
taining the heat of compression in these gases could be beneficial
for some systems notwithstanding the additional work required by
adiabatic compression. Furthermore, the adiabatic approach would
likely reduce the compressor’s capital cost since intercooling
equipment is not required.

6 Membrane-Based Air Separation

6.1 Description of Membrane-Based ASUs. Membrane-
based air separation technology—which both APCI and Praxair
are currently developing17—separates oxygen from air by trans-
porting oxygen ions across a nonporous ceramic membrane. The
membrane is a mixed conductor, meaning that it conducts both
electrons and oxygen anions when operated at high temperature,
typically 800–900°C. Given such high temperatures, oxygen an-
ions rapidly diffuse through the membrane, driven by a chemical-
potential gradient created by the difference in oxygen partial pres-
sure across the membrane. Pure oxygen emerges from the
membrane at a very low pressure �probably less than one atmo-
sphere�. Electrons flow across the membrane countercurrent to the
oxygen anions, completing an internal electronic circuit.

For certain applications, a purge gas could be used to sweep
away oxygen as it emerges from the permeate side of the mem-
brane. Both APCI and Praxair have patented concepts that would
use steam as the purge gas, producing a blend of oxygen and
steam—a potentially attractive mixture for gasification applica-
tions. Although the absolute pressure of the purge gas could be up
to 40 bar, the partial pressure of the oxygen on the permeate side
of the membrane would have to be maintained near one atmo-
sphere �5�.

Presently, however, APCI and Praxair are focused on first de-
veloping and commercializing a “simpler” membrane design that
does not feature a purge gas.18 In their current designs, a down-
stream compressor is used to move oxygen away from the mem-
brane and compress it to its final delivery pressure �or some in-
termediate pressure�. The suction of the oxygen compressor
maintains a low pressure on the permeate side of the membrane.

6.2 Oxygen Recovery in Membrane-Based ASUs. The frac-
tion of oxygen that a membrane-based ASU recovers from a given

flow rate of feed air can be adjusted by varying one of the follow-
ing parameters �assuming that membrane composition and thick-
ness are fixed�:

1. Feed air pressure—Recovery increases as the pressure on
the nonpermeate side of the membrane is increased. In air-
nitrogen integrated systems, this pressure is usually set by
the turbine-compressor discharge pressure.

2. Membrane temperature—Recovery increases as the mem-
brane operating temperature is increased since oxygen dif-
fuses through the membrane more rapidly at higher tempera-
tures. Due to the temperature limitations of currently
available materials, membrane temperatures above 900°C
are not practical at present.

3. Permeate suction pressure—Recovery increases as the pres-
sure on the permeate side of the membrane is decreased.
Suction pressure is the most important process parameter for
controlling oxygen recovery since it can be varied without
affecting the operation of the integrated turbine �unlike the
feed-air pressure and membrane temperature which set the
conditions of the nonpermeate stream that is supplied to the
turbine�. The extent to which the suction pressure can be
decreased is limited by the structural integrity of the mem-
brane �leakage� and the efficiency penalty imposed by a
larger pressure drop across the membrane.

4. Membrane area—Recovery increases as the total membrane
area, i.e., the number of stages of membrane separation, is
increased.

Unlike cryogenic ASUs, which routinely recover nearly 100%
of the oxygen from the feed air stream, membrane-based ASUs
will be designed for a much lower oxygen recovery rate �10%–
75%, depending on the ASU design�. Accordingly, membrane-
based ASUs require a much larger volume of feed air compared to
cryogenic ASUs. Their larger air feed requirement makes integra-
tion more complicated for membrane-based ASUs since the extent
to which the gas turbine-compressor must be physically modified
increases as the requirement for air extraction increases �see Sec.
3.2�.

6.3 Product Purity in Membrane-Based ASUs

6.3.1 Oxygen Purity. Absent any leaks, membrane-based
separation is 100% selective, producing highly pure ��99% � oxy-
gen. However, membrane leakage rates have been reported �20�
that correspond to an oxygen purity of 95%—the same purity that
cryogenic ASUs are optimized to achieve.19 Lower membrane
leak rates would yield an oxygen stream with a lower volume of
inert gases. This would allow more compact equipment to be used
throughout the gasification section of the plant, which may mod-
estly reduce its capital cost. More importantly, if a portion of the
syngas is used to co-produce fuels or chemicals, an oxygen purity
exceeding 95% is typically required �11�.

6.3.2 Nitrogen Purity. Unlike cryogenic ASUs, membrane-
based ASUs do not produce a pure stream of nitrogen. �Even with
an infinitely large membrane area, some oxygen would remain in
the nonpermeate stream.� Consequently, a small cryogenic ASU
may be the preferred approach for producing pure nitrogen for
various subsystems in the plant, e.g., coal handling and conveying
�6�.

7 Integration of Membrane-Based Systems
Because membrane-based ASUs are operated at high tempera-

tures, they are far better suited than cryogenic ASUs to be ther-
mally integrated with the combined cycle section of a CGCC
plant.17APCI and Praxair are developing membrane-based air separation technology

under the names Ion Transport Membrane �ITM� and Oxygen Transport Membrane
�OTM�, respectively.

18Depending on future application needs and necessary technology advances,
APCI and Praxair may revisit steam-purged concepts at a later time.

19To achieve purities �95%, a cryogenic ASU would require the addition of more
distillation columns which substantially increases its cost.
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7.1 Degree of Integration (Feed Air Fraction). As discussed
in Sec. 6.2, the fraction of oxygen that a membrane of given
composition and thickness will recover from the air feed stream is
a function of three process parameters: air feed pressure, mem-
brane temperature, and permeate suction pressure. Even if optimal
values are predetermined for these process parameters, the system
designer must still determine the optimal balance between total
membrane area �the final parameter which determines oxygen re-
covery fraction� and feed air flow rate that yields the required
amount of oxygen.

For integrated systems, the membrane area �and its capital cost�
can be reduced by extracting more supply air from the gas
turbine-compressor. However, extracting more air comes at the
price of more extensive modifications to the gas turbine-
compressor, and larger heat exchangers �if required� for condition-
ing the streams entering and leaving the ASU.

A configuration described by APCI in 2001 �3� extracted �80%
of the air discharged from the gas turbine-compressor for supply
to the membrane-based ASU, but an ongoing study by APCI and
SWPC indicates that somewhat less extraction may be necessary.

Since membrane-based ASUs will likely require the extraction
of over half of the air discharged from the turbine-compressor,
major modifications to the turbine may be required. According to
the guideline described in Sec. 3.2.2, extracting more than 20% of
the compressor discharge air would likely require extensive modi-
fications to the turbine—although the H turbine may be more
amenable to higher rates of extraction.

7.2 Conditioning the Extracted Air. Since the transport of
oxygen ions is thermally activated and driven by the difference in
oxygen partial pressures across the membrane, the air supplied to
the membrane must be heated �typically to 800–900°C20� and
compressed �typically to an absolute pressure of 7–20 bar� �21�.

7.2.1 Pressure. Air Products has reported absolute operating
pressures of 7–20 bar for the membrane-based ASU it is develop-
ing. This matches well with most candidate gas turbines, which
have pressure ratios between 14:1 and 19:1. Since the absolute
compressor discharge pressures for these machines would range
between 14 and 19 bar, compression or expansion of the extracted
air would not necessarily be required depending on the turbine
selected and the exact operating pressure of the ASU.

It is worth noting that, unlike cryogenic ASUs, membrane-
based ASUs are not substantially affected by small fluctuations in
feed air pressure. Therefore, there is no need to expand the ex-
tracted air to an intermediate pressure for the express purpose of
“filtering out” pressure fluctuations when the gas turbine is oper-
ated at partial load or off-design conditions.

7.2.2 Temperature. Air extracted from the gas turbine com-
pressor discharge usually has a temperature between 370 and
430°C �2�—well below the membrane operating temperature of
800 to 900°C. To achieve the membrane operating temperature,
the extracted air can be heated via heat exchange with another
process stream and/or by combusting a portion of the syngas di-
rectly with the air.

For example, APCI �3� described a configuration that utilizes
both heat exchange and direct combustion to heat the extraction
air to the membrane’s operating temperature. See Fig. 4. First,
extraction air is preheated in a recuperator against the hot, non-
permeate stream exiting the membrane. Next, the preheated air is
combusted with syngas to boost its temperature to the required
value prior to entering the membrane. Since the membrane has a
lower sulfur tolerance than the gas turbine, this configuration re-
quires that additional sulfur be removed from the syngas that is
provided to the air heater �3�.

7.3 Conditioning and Expanding the Vitiated Air Product.
Since the vitiated, nonpermeate stream leaves the ASU at an el-
evated temperature and pressure—very close to the conditions of
the ASU feed stream—its energy must be recovered to attain a
reasonable system efficiency. This can be efficiently accomplished
by expanding the nonpermeate stream through the gas turbine.

7.3.1 Temperature. Combined cycle units that are candidates
for CGCC applications have firing temperatures �i.e., expander
inlet temperatures� of 1300–1500°C,21 well above the temperature
of the nonpermeate stream as it exits the membrane-based ASU.
Consequently, even if the nonpermeate stream was not cooled in a
downstream recuperator �as in Fig. 4�, it would still have to be
combusted with syngas in order to achieve the required turbine
firing temperature. The residual oxygen content of the nonperme-
ate stream typically exceeds what is required for this combustion.

If the nonpermeate stream is not cooled before being injected
into the gas turbine combustor, it will be too hot to serve as a
cooling stream for the combustor walls and other arrangements
will be needed to maintain acceptable metal temperatures �perhaps
around 700°C�.

7.3.2 Pressure. Unlike the syngas stream, which must be sup-
plied at a pressure that is 5 to 7 bar higher than the turbine-
combustor pressure due to the pressure drop across the fuel con-
trol valves, a turbine’s oxidant/diluent stream can be supplied at a
pressure approximately equivalent to that of the combustor �1,22�.
The operating pressure range that APCI is currently targeting,
7–20 bar �absolute�, matches well with most candidate gas tur-
bines, which have pressure ratios between 14:1 and 19:1.

A higher membrane operating pressure would be required to
integrate with advanced gas turbines having pressure ratios higher
than 20:1, such as the GE 7H which has a 23:1 pressure ratio
�23�. In the laboratory, APCI has operated their membrane at ab-
solute pressures up to 30 bar �14�. The alternative—compressing
the hot, high-volume nonpermeate stream to the appropriate sup-
ply pressure—would likely be infeasible.

7.4 Conditioning the Oxygen Product. The conditioning re-
quired for the oxygen produced by a membrane-based ASU de-
pends largely upon whether a purge gas is used to sweep away
oxygen from the permeate side of the membrane. Depending upon
the temperature and pressure of the sweep gas, additional condi-
tioning of oxygen-containing stream may or may not be necessary.

In APCI’s current design, which does not utilize a purge gas,

20Praxair �5� is attempting to reduce the operating temperature of the membrane-
based ASU they are developing from 900 to 750°C. A lower operating temperature
could reduce the capital cost of the ASU and its associated equipment.

21When operated on natural gas, “F” class gas turbines have firing temperatures
between 1300°C and 1400°C and “G” and “H” class gas turbines have firing tem-
peratures of 1400–1500°C.

Fig. 4 Integration of a membrane-based ASU
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the oxygen product stream emerges at a high temperature �800–
900°C� but at low pressure �likely below atmospheric pressure�.
APCI �21� offers the following heuristic for relating the pressure
of the oxygen permeate stream �PPERM� to the pressure �PFEED�
and oxygen mole fraction �XO2� of the feed stream provided to the
membrane-based ASU. The heuristic is based upon both process
and economic factors that will affect commercial applications of
the technology:

PPERM � �PFEED��XO2�/7
That is, the pressure of the oxygen produced by a membrane-
based ASU is approximately one-seventh of the oxygen partial
pressure in the ASU feed stream.22 In Fig. 5 this heuristic is
graphed within the recommended operating ranges for the feed
stream’s pressure and oxygen mole fraction.

Before being compressed to the gasifier operating pressure
�typically 20 bar �absolute� or higher�, the oxygen must be cooled,
typically via heat integration with the steam cycle or another part
of the system. Unlike cryogenic ASUs, which can be designed to
produce liquid oxygen that can be fully or partially pumped to its
delivery pressure, the oxygen emerging from a membrane-based
ASU must be compressed in gaseous form.

8 Conclusion
The differences in composition and heating value between natu-

ral gas and syngas present two main challenges for adapting a gas
turbine for a CGCC system: accommodating different combustion
characteristics and accommodating higher flow rates. Both of
these challenges can be partially addressed by integrating the gas
turbine with the air separation unit.

Conventional cryogenic ASUs can be integrated with the gas
turbine in “nitrogen-only” or “air-nitrogen” configurations with
only minor modifications to the gas turbine. In recent years, the
ability to operate cryogenic ASUs at elevated pressures has led to
several innovations that enhance their integration with gas tur-
bines, especially in air-nitrogen configurations that inject all or
nearly all of the byproduct nitrogen into the gas turbine.

Membrane-based ASUs, which are still under development,
promise significant capital cost reductions for CGCC systems.
Furthermore, since they are operated at high temperatures, they

are better suited than cryogenic units to be thermally integrated
with the combined cycle section of a CGCC plant, leading to
higher system efficiency.

However, unlike cryogenic units, membrane-based ASUs re-
quire air-nitrogen integration with the gas turbine to achieve a
reasonable system efficiency. Compared to nitrogen-only integra-
tion, air-nitrogen integration leads to a much greater increase in
operational complexity. Furthermore, since membrane-based
ASUs will likely require the extraction of over half of the air
discharged from the turbine-compressor �much more than cryo-
genic ASUs�, major modifications to the turbine may be required.

9 Disclaimer
This report was prepared as an account of work sponsored by

an agency of the United States Government. Neither the United
States Government nor any agency thereof, nor any of their em-
ployees, makes any warranty, express or implied, or assumes any
legal liability or responsibility for the accuracy, completeness, or
usefulness of any information, apparatus, product, or process dis-
closed, or represents that its use would not infringe privately
owned rights. Reference therein to any specific commercial prod-
uct, process, or service by trade name, trademark, manufacturer,
or otherwise does not necessarily constitute or imply its endorse-
ment, recommendation, or favoring by the United States Govern-
ment or any agency thereof. The views and opinions of authors
expressed therein do not necessarily state or reflect those of the
United States Government or any agency thereof.
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Combining Classification
Techniques With Kalman Filters
for Aircraft Engine Diagnostics
A diagnostic method consisting of a combination of Kalman filters and Bayesian Belief
Network (BBN) is presented. A soft-constrained Kalman filter uses a priori information
derived by a BBN at each time step, to derive estimations of the unknown health param-
eters. The resulting algorithm has improved identification capability in comparison to the
stand-alone Kalman filter. The paper focuses on a way of combining the information
produced by the BBN with the Kalman filter. An extensive set of fault cases is used to test
the method on a typical civil turbofan layout. The effectiveness of the method is thus
demonstrated, and its advantages over individual constituent methods are presented.
�DOI: 10.1115/1.2056507�

Introduction

Diagnostic methods employing statistical inference can be
mainly categorized into regression methods and classification
methods, depending on the way information is processed. In clas-
sification problems the task is to assign an input to one of a num-
ber of discrete classes or categories. However, in regression prob-
lems the outputs represent the values of continuous variables �1�.
For example, in the case of aircraft engine diagnostics, outputs of
the regression algorithm is a set of numerical health parameter
values, whereas for a classification algorithm each parameter is
assigned to a given class �“faulty not faulty” or “low correct
high”�.

Applying regression techniques such as Kalman filtering on gas
turbine engine diagnosis �2,3� poses some stability problems when
few measurements are available; health parameter estimation is
unstable when a low redundancy is encountered. Indeed, for com-
mercial aircraft engines �twin spool high bypass ratio turbofan
engines�, it is typical to have more than 10 parameters to estimate
from only seven to nine measurements. As a result of the negative
redundancy, the problem is underdetermined and the solution is
not unique. Moreover, this estimation relies on uncertain observa-
tions available under the form of a noisy measurement set. In-
creasing the number of samples could make the redundancy posi-
tive, but because they are related to nearly the same operating
points they do not represent a set of independent observations, and
therefore, the estimation remains unstable. Some approaches in
turbine engine diagnostics where few measurements are available
can be found in �4–8�, but they all assume some predefined con-

figurations for the faults. Those predefined configurations are built
into the algorithm, and it is not possible for the user to interact
with them.

As stated above besides regression algorithms, classification al-
gorithms solve the same problem in a different way and, therefore,
give a different kind of results. Although less accurate, classifica-
tion algorithms are more reliable and usually more stable. More-
over, some classification algorithms allow some qualitative
knowledge �i.e., user experience, some events that have been ob-
served but cannot be modeled, etc.� to be introduced into the
classification rule. Those characteristics make classification algo-
rithms very complementary to regression algorithms. Some results
of classification techniques applied to turbine engine diagnostic
can be found in �9,10�.

In �11�, a physical state variable model is combined with a
neural network model to improve the diagnostic of a turbine en-
gine by including empirical knowledge. Although the present con-
tribution uses a different method, the final scope is the same: to
decrease the proportion of false alarms and to increase the propor-
tion of fault detection by taking advantage of two different kind of
methods.

The approach presented in this contribution is based on a soft-
constrained Kalman filter �SCKF� developed in �8� and a Baye-
sian Belief Network �BBN� developed in �9�. The principal diag-
nostic tool is the Kalman filter, which produces the estimations of
the unknown health parameters. The estimation process incorpo-
rates information derived by the BBN—a fact that is shown to
improve fault detection efficiency. A way of combining the two
techniques is described in the following. For completeness, a brief
description of the diagnostic problem and the structure of each of
the two techniques is given first.

Problem Statement
The identification problem consists of recursively estimating a

set of health parameters representing possible degradations of spe-
cific components �fan, high pressure turbine, etc.� on the basis of

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2003; final manuscript received March 1, 2004. IGTI Review
Chair: A. J. Strazisar. Paper presented at the International Gas Turbine and
Aeroengine Congress and Exhibition, Vienna, Austria, June 13–17, 2004, Paper No.
GT2004-53541.

Journal of Engineering for Gas Turbines and Power APRIL 2006, Vol. 128 / 281
Copyright © 2006 by ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



successive measurement samples performed on a turbine engine.
A steady-state model of this engine must be made available for
measurement simulation. This model is based on a set of health
parameters wk, engine operating point xk, and command param-
eters uk. The set of predicted measurement ŷk is generated through
this nonlinear model G

ŷk = G�uk,xk,wk� �1�

Health parameter identification is intended to solve the inverse
problem of measurement prediction: inputs are the raw measure-
ments ȳk and outputs are the health parameters ŵk to be estimated.
The process starts with initial values for the health parameters ŵk.
Residuals are built as r̄k= ȳk− ŷk to compare predicted measure-
ments ŷk to observed measurements ȳk. Although classification
algorithms are aimed at associating a given class to each residuals
r̄k, the purpose of regression algorithm is to fit health parameters
to observed raw measurements ȳk and leads to drive residuals r̄k to
zero. Regression problems are thus solved through the minimiza-
tion of the following inner product, which is also known as the
weighted least-squares approach where the weighting factor Rr is
the residual covariance

J = r̄k
TRr

−1r̄k �2�

Classification Techniques: BBN
The classification technique is a Bayesian Belief Network

�BBN�, presented in �9� �to which the interested reader is referred
for more details�. The structure of such a network, which will be
employed later in the paper, is shown in Fig. 1. It includes 18
nodes representing deviations of 11 health parameters �ŵk�, and
seven measurements �ȳk� for the test case of a turbofan engine.

The BBN is supported by an engine performance model. A set
of measurement readings �ȳk� is preprocessed together with x̂k and
uk to derive the deviation of the seven measurements from their
nominal value. These deviations are presented to the BBN, from
which the output probabilities P�wk� are estimated. Each output
node produces the probability for a health parameter to belong to
a certain interval, for example, to be around the value that repre-
sents a “healthy” component or to be away from this value for a
fault condition. The output is thus an indication of what the most
probable values of health parameters are, and from this informa-
tion the stand-alone BBN derives a fault diagnosis.

Soft-Constrained Kalman Filters
The soft-constrained Kalman filter �SCKF� has a typical struc-

ture depicted in Fig. 2. Details on the specific SCKF employed

here can be found in �8�, where the development of this filter is
described. A Kalman filter is a regression algorithm, meaning that
its outputs are numerical values of health parameters. Differences
between regression methods found in the literature reside in the
update rule selected to minimize J regarding ŵk. Many methods
found in the aircraft-engine diagnostic literature are batch meth-
ods where the whole set of available data is processed in one
batch. In the case of non-linear engine performance model such an
estimation involves the use of non-linear iterative optimization
methods and the estimation is therefore called batch iterative. At
the other hand, recursive procedures do not involve the batch
processing of the full block of data but only a simple update of the
parameters each time new data are available. Moreover, the up-
dating scheme does not imply any optimization procedure. Gen-
erally speaking, the advantage of a recursive approach resides in
the quick and simple update formula provided by those algorithms
that is well suited for on-line estimation.

As outlined in Fig. 2, prior information is introduced into the
identification loop. This is done through a penalizing term added
to the objective function and favoring health parameters, which
are in the neighborhood of predetermined values wprior. This pro-
cess is called ridge regression �12,13�. Because this prior infor-
mation is assumed to be Gaussian, it is parametrized by its mean
wprior and covariance matrix D. Prior information on health pa-
rameters are assumed to be uncorrelated, and D is thus strictly
diagonal. ŵk−1 is updated by combining wprior to current raw mea-
surements ȳk to assess ŵk. It is through wprior that coupling the
BBN is achieved, as explained in the next section.

In Fig. 2, the engine operating point xk is assumed to be known.
In this contribution it is estimated using a Kalman filter together
with an additional measurement set z̄k. The complete sequence is
described in Fig. 3. A set of measurements together with the set of
command parameters are preprocessed into a Kalman filter that
estimates the operating point x̂k, which is used afterward in the
health-parameter estimation.

Combining Classification Techniques to Kalman Filters
The flowchart of the procedure combining the Kalman filter and

BBN is summarized in Fig. 4. Both the BBN and Kalman filter
use the same preprocessing through operating-point estimation. It
increases the measurement prediction accuracy for both algo-

Fig. 1 Classification procedure using BBN

Fig. 2 Description of the soft-constrained Kalman filter

Fig. 3 Data preprocessing for operating-point estimation
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rithms. BBN results are fed into the SCKF as prior information to
achieve the health-parameter estimation. The final outcome of the
combination is the SCKF result called hereafter “results of the
combination.”

The communication between a classification algorithm, such as
the BBN, and a Kalman filter is not straightforward because they
use different probability density functions. Although prior infor-
mation needed by the Kalman filter has to be Gaussian, outputs of
classification algorithms are the probabilities of a measurement set
to belong to a specific class and, therefore, no probability density
function is attached to the results. This situation is depicted in Fig.
5. Probabilities related to outputs of the classification algorithm
are assumed to be piecewise constant and must be converted into
a Gaussian one to be fed into the SCKF.

The problem of Fig. 5 underlines the more general situation
where qualitative knowledge is to be compared to quantitative
knowledge. This difference in usually sufficient to prevent the
combination between classification techniques and regression
techniques. The solution proposed herein is to preserve, as much
as possible, the distribution of probability given by the BBN. If
the BBN diagnoses that a given parameter belongs to a specific
fault case with a probability of 100%, then this must appear in the
Gaussian function fed into the Kalman filter by a small covari-
ance. Conversely, if the BBN is unable to make a diagnostic, then
the probability is spread on the whole set of possible categories;
this must also appear in the Gaussian function fed into the Kalman
filter by an important variance. The most efficient way to translate
this knowledge is to go back to the definition of the mean � and
the variance �2 of a given probability function p

� =�
−�

�

wp�w�dw �3�

�2 =�
−�

�

�w − ��2p�w�dw �4�

Applying relations �3� and �4� to the situation in Fig. 5 yields

� = �
i=0

nc �
wi

Wi+1

w
Pi

wi+1 − wi
dw = �

i=0

nc
Pi

2
�wi + wi+1� �5�

�2 = �
i=0

nc �
wi

Wi+1

�w − ��2 Pi

wi+1 − wi
dw

= �
i=0

nc
Pi

3
��wi − ��2 + �wi+1 − ��2 + �wi − ���wi+1 − ��� �6�

The mean and covariance needed by the Kalman filter are, respec-
tively, built using relations �5� and �6�. These are the key relations
that allow the flow of information from BBN to SCKF.

Application of the Method
In order to show how the method achieves a diagnosis and

“examine” its effectiveness, its application to a test case of a twin-
spool mixed-flow turbofan is presented. This type of engine is
representative of current-day civil aircraft propulsors. The particu-
lar engine layout chosen is shown in Fig. 6. �See Table 1.� This
engine and fault cases examined has been used as a test case by
several previously published diagnostic methods �e.g., �5,7–9��. It
can therefore be considered as a benchmark case. The available
sensors with their accuracies and the set of 11 health parameters
representing some degradations of specific components �fan, high
pressure turbine, etc.� are shown in Fig. 6.

An extensive set of faults, shown in Table 2, representative of
possible situations expected to be encountered in practice, defined

Fig. 4 Procedure followed to combine classification algorithm
with Kalman filter

Fig. 5 Conversion of probability density from a piecewise con-
stant function into a Gaussian function

Fig. 6 Turbofan engine layout. Measurement uncertainties
represent three times the standard deviation

Table 1 Detailed nomenclature of Fig. 6

ALT�flight altitude
DTAMB=�T from iso
M�flight Mach number
Tx�total temperature at station x
Px�total pressure at station x
SEx�efficiency degradation at component x
SWxR�flow capacity at component x
A8IMP�fouling factor of the nozzle
LPC�low-pressure compressor
HPC�high-pressure compressor
HPT�high-pressure turbine
LPT�low-pressure turbine
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in �14�, is used. Faults in all individual components are included.
Different types of faults are considered by involving one or more
health parameters of a component.

A steady-state model of this engine is also employed �15� to
simulate the measurements ŷk given:

1. set of command parameters uk
2. operating point x̂k
3. health parameters ŵk

Simulated measurements have been generated using the steady-
state engine model during a cruise flight �ALT=10,800 m, M
=0.82, DTAMB=0 K�. Data sequences are generated with a du-
ration of 5000 s with a data acquisition rate of 2 Hz. Profile of
simulated faults is a steep fault with amplitude defined in Table 2
occurring at t=50 s followed by a slow drift of the same fault
occurring at t=2500 s. In this way, the behavior of the method for
both abrupt faults and gradual deteriorations is examined.

The time evolution of estimated health parameters will first be
presented to show how the method traces their changes, abrupt or
gradual. Representative test cases are chosen to demonstrate that
the combined method performs better, not only when both con-
stituents point to the same kind of answer, but also when the
results of each method alone are different. Three such situations
are chosen to be presented:

1. a fault on the high-pressure compressor �fault case c�, which
is solved by the Kalman filter, but not by the BBN

2. an LPT flow-capacity fault �case k�, which is not solved by
the Kalman filter but is solved by the BBN

3. an LPT fault involving two health parameters where none of
the algorithms find the solution

HPC Fault: Case c. This case is dedicated to demonstrate the
stability of the combination between the BBN and the Kalman
filter. Both algorithms have been separately run on the same data
set. The upper graph in Fig. 7 shows results of the diagnostic
using the Kalman filter alone. It compares actual values of health
parameter related to the high-pressure compressor �dotted lines� to
identified values. Identified values are close to actual ones, show-
ing that the identification is effective. No spreading of the fault is
observed on the high-pressure turbine �not shown in the figure�
nor on the fan and the low-pressure compressor. The lower graph
in Fig. 7 shows similar results given by the BBN. Values in the
ordinate of this graph are the corresponding mean computed by
relation �5�. As long as the fault is of small magnitude, namely, for
�4000 s, the BBN produces a wrong diagnosis of an LPC fault
�SE2�. Only for the last period of the interval, when the deviation
magnitude becomes larger, is the correct component indicated.

Results of the combined method are summarized in Fig. 8
showing that the fault is still correctly located by the Kalman

filter. This demonstrates that the combined algorithm is not simply
a weighted mean of Kalman filter and BBN results. It seems that
the SCKF estimation is robust enough not to be perturbed by BBN
information.

LPT Faults: Cases k and l. Test case k involves only one
health parameter: the flow capacity of the low-pressure turbine
�SW49R�. This case is solved by the BBN but not by the Kalman
filter. This situation is summarized in the upper graph in Fig. 9,
which shows results for the turbine and the nozzle using the
SCKF alone. Identified health parameters SW49R, SE49, as well
as SE41 are detected faulty far from the actual values �dotted
lines�. Conversely, the BBN is able to locate the fault. The lower

Table 2 Fault cases of a turbofan engine

a −0.7% on SW2R −0.4% on SE2 FAN, LPC
−1% on SW12R −0.5% on SE12

b −1% on SE12
c −1% on SW26R −0.7% on SE26 HPC
d −1% on SE26
e −1% on SW26R
f +1% on SW42R HPT
g −1% on SW42R −1% on SE42
h −1% on SE42
i −1% on SE49 LPT
j −1% on SW49R −0.4% on SE49
k −1% on SW49R
l +1% on SW49R −0.6% on SE49

m +1% on A8IMP Nozzle
n −1% on A8IMP

Fig. 7 Identification results of individual methods for HPC
fault case c „dotted lines refer to actual values…

Fig. 8 Identification results of combined method for HPC fault
case c „dotted lines refer to actual values…

Fig. 9 Identification results of individual methods for LPT fault
case k „dotted lines refer to actual values…
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graph in Fig. 9 indicates that the parameter SW49R is low: mean
values of SW49R are around −1%, which is close to the actual
value. All other parameters are assigned to their nominal value
indicating that the isolation is correct.

The following results �Fig. 10� highlight the benefit of the com-
bination also for the BBN. Identified values related to SW49R are
close to the actual one, whereas the one related to SE41 and SE49
remain close to nominal values. In this case the SCKF is driven by
the BBN to the correct solution.

As another illustration of this, Fig. 11 shows the results of the
test case l where both SW49R and SE49 are involved in the com-
ponent fault. Values derived by the SCKF alone for SW49R and
SE49 remain far from the actual ones, and the difference is spread
on the other parameters �SW41R and SE41�. The fault is correctly
located, but its magnitude is not accurately determined. The com-
bined algorithm identification is far more accurate. The fault is not
only located correctly but also accurately assessed.

LPT Fault: Case j. Because no interturbine measurement is
available, case j is by far the most difficult one. This case is not
solved by the BBN nor the SCKF, which is represented in Fig. 12
where values of SW49R, SE49, and SE41 identified by the SCKF
remain far from actual values. Therefore, both low- and high-
pressure turbines are detected as faulty. The same kind of results
are obtained using the BBN where SW49R and SW41R are clas-
sified as faulty, while the fault related to SE49 is not detected.

Although identified values of SW49R and SE49 are closer to
the actual ones, the fault remains poorly located �Fig. 13�. SE41 is
below −0.3%, and the high-pressure turbine also looks defective.
This behavior is not surprising since not one of the constituent
methods provides information that could be used to lead the com-
bined method to the correct decision.

Diagnostic Effectiveness Overview. In order to illustrate the
capabilities of the method, application results related to a number
of different fault cases are shown. Table 3 compares the results of
the soft-constrained Kalman filter �SCKF� alone to the combina-
tion of the SCKF with the BBN. This table shows maximum ab-
solute value of biases �wk achieved by both methods after 4900
measurement samples are observed, which represents an image of
the asymptotic efficiency of the method.

�wk = 100
ŵk − wk

actual

wk
nominal �7�

Values of �wk around 0.25% are considered acceptable. The main
conclusion of these results is that the combination especially im-
proves results of the Kalman filter in test cases j, k, and l related

Fig. 10 Identification results of combined method for LPT fault
case k „dotted lines refer to actual values…

Fig. 11 Identification results of SCKF „upper figure… and com-
bined method „lower figure… for LPT fault case l „dotted lines
refer to actual values of health parameters…

Fig. 12 Identification results of individual methods for LPT
fault case j „dotted lines refer to actual values…

Fig. 13 Identification results of combined method for LPT fault
case j „dotted lines refer to actual values…

Table 3 Comparison of identification results using soft-
constrained Kalman filter with noninformative a priori „left col-
umn… and BBN a priori „right column…. Results are maximum
absolute values of biases defined by „7…

SCKF alone �%� SCKF+BBN�%�

a 0.03 on SW49R 0.05 on SW49R
b 0.09 on SE12 0.10 on SE12
c 0.07 on SW26R 0.12 on SW26R
d 0.03 on SE12 0.06 on SE2
e 0.03 on SW26R 0.04 on SW49R
f 0.02 on SE42 0.02 on SE42
g 0.17 on SW49R 0.11 on SE49
h 0.24 on SW49R 0.14 on SW49R
i 0.19 on SW49R 0.25 on SW49R
j 0.82 on SW49R 0.58 on SW49R
k 0.53 on SW49R 0.04 on SW49R
l 0.41 on SW49R 0.12 on SW49R

m 0.06 on SE41 0.05 on SE41
n 0.06 on SW2R 0.03 on SE49
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to the low-pressure turbine.
Table 4 gives an overall picture of the efficiency and the gain

achieved by the combination is compared to SCKF and BBN
working separately. This combination is able to solve all the test
cases except the case j, which is known to be difficult to identify
with this set of seven measurements �7�.

Discussion
The present recursive method allows one to identify component

faults based on associated measurement deviations whose ampli-
tude is around the standard deviation of measurement noise. The
signal-to-noise ratio mainly affects the identification process in
terms of convergence speed. The dependency of the convergence
speed on the measurement noise level is illustrated in Fig. 14.
Crosses represent the relative increase of time required to accu-
mulate enough data samples as needed to converge to the
asymptotic solution. The crosses compare well to the theoretical
prediction �plain line�, which states that the number of data
samples required to obtain a given accuracy must increase as a
quadratic function of the noise level. Indeed, more accurate mea-
surements �less noise� means more adaptability �since the Kalman
gain K is higher�, an improved tracking capability, and, therefore,
an increased convergence speed.

Moreover, systematic calculations have shown that the final di-
agnostic �asymptotic solution� is only slightly affected by the level
of noise in the measurements. Beside these effects of the noise
level, the nonobservability of some parameters can lead to a false
diagnostic even though the noise level is strongly reduced.

With the set of seven available measurements, those results are
the most meaningful that can be obtained with the combined al-
gorithm. In order to obtain a better location of the fault, additional

knowledge must be made available. In �8�, two additional mea-
surements are considered: P26 and P49. Although this solution is
ideal because it provides the best results, those two measurements
may not be available. In a test bench configuration it may happen
that some other measurements are available �i.e., vibrations, some
measurements about the lubrication system, etc.� but are unlikely
to be predicted based on the health parameters since they do not
appear in the model. This underlines the weakness of the Kalman
filter for which a model has to be available. Any qualitative
knowledge is very difficult to include in the identification proce-
dure.

The combined method proposed in the present paper allows the
inclusion of additional information from sources other than mod-
eled measurements �information fusion�. It can thus produce re-
sults that would have been possible for the Kalman filter only with
additional gas path measurements. This point is demonstrated by
considering again case j, but assuming now that some additional
information exists, such as historical records and related statistics.
The following test case assumes that such additional knowledge
favors a fault on the low-pressure turbine. The BBN is modified
by tuning the a priori knowledge about the health parameters �see
�9� for the detailed procedure� to make a fault on the low-pressure
turbine more likely to occur.

Results using this “modified” BBN are shown in Fig. 15. A
fault on SE49 is now detected in addition to the one related to
SW49R. Results of the combined algorithm �lower graph in Fig.
15� are far better: SW49R as well as SE49 converge to their actual
value, while SE41 is closer to its true value. Finally �after 2500 s�,
the detection is effective and the health parameters are accurately
assessed. The diagnosis is effective and allows a more reliable
decision.

Conclusions
A new methodology combining classification methods and re-

gression methods has been developed in order to benefit of their
mutual advantages. This combination has been tested on cases
representative of a real-life application to underline the gain in
stability and accuracy that can be achieved. The number of unde-
tected faults are lowered and false alarms are avoided �Table 4�
when compared to regression or classification methods working
separately.

The estimation of the combined algorithm allows a more reli-

Table 4 Summary of diagnosis success given by the SCKF
alone, BBN alone, and combination of the SCKF with BBN a
priori for the complete set of component fault detailed in Table
2

SCKF BBN SCKF+BBN

a � � �
b � � �
c � - �
d � � �
e � � �
f � � �
g � � �
h � � �
i � � �
j - - -
k - � �
l - � �

m � � �
n � � �

Fig. 14 Influence of the measurement noise level on the con-
vergence speed

Fig. 15 Identification results of BBN alone „upper figure… and
combined method „lower figure… for LPT fault case j „dotted
lines refer to actual values…
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able detection of component faults but also achieves a better ac-
curacy and a better fault isolation by lowering the spread of the
fault on several parameters �“smearing effect”�.

Besides the improvements in accuracy and stability, this kind of
method allows information or sensor fusion, which is a very im-
portant field of research for future works. The key advantage of
combining methods is that it replaces the problem of comparing
classification techniques to regression techniques by the problem
of choosing which information they can share.
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Nomenclature
BBN � Bayesian Belief Network

D � covariance matrix of wprior
G � nonlinear engine performance model
k � time index �discrete time�

KF � Kalman filter
r̄k � residuals on raw measurements r̄k= ȳk− ŷk
Rr � covariance matrix of r̄k

SCKF � soft-constrained Kalman filter
t � continuous time

uk � command parameters
wk � engine health parameters

wprior � a priori value of health parameters
ŵk � estimated engine health parameters
xk � engine operating point
x̂k � estimated engine operating point
yk � measurements involved in health parameter

estimation
ȳk � raw measurements yk from data acquisition

system
ŷk � estimation of measurements yk
zk � measurements involved in operating point

estimation

z̄k � raw measurements zk from data acquisition
system
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Transient Analysis of Solid Oxide
Fuel Cell Hybrids—Part I: Fuel
Cell Models
The main goal of this work is the transient analysis of hybrid systems based on solid
oxide fuel cells (SOFC). The work is divided into three parts: in the first, the fuel cell
transient models are presented and discussed, whereas in the subsequent parts of the
paper the anodic recirculation system (Part B: Ferrari, M.L., Traverso, A., Massardo,
A.F., 2004, ASME Paper No. 2004-GT-53716) and the entire hybrid transient perfor-
mance (Part C: Magistri, L., Ferrari, M.L., Traverso, A., Costamagna, P., Massardo,
A.F., 2004, ASME Paper No. 2004-GT-53845) are investigated. In this paper the transient
behavior of a solid oxide fuel cell is analyzed through the use of two different ap-
proaches: macroscopic and detailed SOFC models. Both models are presented in this
paper, and their simulation results are compared to each other and to available experi-
mental data. As a first step the transient response of the fuel cell was studied using a very
detailed model in order to completely describe this phenomenon and to highlight the
critical aspects. Subsequently, some modifications were made to this model to create an
apt simulation tool (macroscopic fuel cell model) for the whole plant analysis. The
reliability of this model was verified by comparing several transient responses to the
results obtained with the detailed model. In the subsequent papers (Parts B and C), the
integration of the macroscopic fuel cell model into the whole plant model will be de-
scribed and the transient study of the hybrid plant will be presented.
�DOI: 10.1115/1.2056529�

Introduction

Although there have been continuous improvements in hybrid
system technology, its current status still requires in-depth studies
for assessing the cycle performance and understanding the safe
operative limits of plants. Similarly, the transient analysis is es-
sential to implement the control system and to define the safe
operative limits.

The transient studies allow a deep investigation of the fuel cell
stack and plant behavior. Dangerous operating conditions, such as
steep fuel cell temperature gradient or surge problems in the air
compressor, are highlighted. In this way it is possible to define the
start-up and shutdown procedures, avoiding risks for the whole
plant.

In order to achieve these results reliable simulation models are
required. All the components of the plant �such as fuel cell, gas
turbine, ejector, etc.� must be studied in as much detail as possible
without neglecting the requirements of the system simulations in
terms of flexibility, computational time, and geometrical input
data requested. Moreover, the whole model should be easily
adaptable to different plant configurations.

This paper deals with fuel cell transient simulation; here the
fuel cell model and the time response are described and analyzed.
The fuel cell has been considered as a stand-alone unit in order to
understand its behavior without taking into account the influence
of the other components of the plant. The integration of the fuel
cell model and system model and the study of the transient behav-
ior of the whole plant is the object of Part II �1� and Part III �2� of
this work.

Solid Oxide Fuel Cell Models (SOFC)
In this paper the cell geometry taken into consideration is tubu-

lar, with a design similar to the one proposed in �3�; a simplified
scheme of the fuel cell and of some surrounding facilities, such as
the reformer, the preheater, etc., is reported in �4�. It is important
to point out that the dimensions of the SOFC under consideration
are typical of the precommercialization phase currently in
progress �for example, the cell length is 1.5 m�. The cell is con-
sidered to be coupled to a reforming unit, which feeds the SOFC
with a mixture of H2, CH4, CO, CO2,H2O. As a consequence,
chemical reactions, such as shifting and methane reforming, occur
in the anodic compartment of the SOFC.

Two cell models have been developed and are presented; since
the equations of the simplified model are easily explained by con-
sidering them as a simplification of the detailed model, the latter
model will be presented first. Even if this model addresses a single
cell, we can still use it to draw conclusions about the simulation of
the overall stack to be included in the hybrid systems �HS�. How-
ever, the passage from the single cell to the stack size cannot
simply be made by assuming that all the cells of the stack show a
behavior identical to the single cell operated under adiabatic con-
ditions. Indeed, the effects of heat radiation between contiguous
cells in the stack, which tends to smooth the temperature profile
along each cell, cannot be neglected. The behavior of the whole
stack has been analyzed by considering a series of single cells
undergoing the same dynamics. The radiation effects have been
taken into account in a simplified way. As the details of the inter-
nal geometry of a tubular SOFC stack are not always available for
academic work, radiation effects have been considered by increas-
ing the thermal conductivities of the SOFC materials.

With the aim of including the transient fuel cell model in a
whole hybrid plant transient model �2�, the stack has been simu-
lated in the simplest way compatible with good accuracy of the
results. Starting from a very detailed model for a stand-alone
single cell �single cell model�, described in depth in �4�, some
changes have been made in order to study the stack behavior

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
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received October 1, 2003; final manuscript received March 1, 2004. IGTI Review
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Aeroengine Congress and Exhibition, Vienna, Austria, June 13–17, 2004, Paper No.
2004-GT-53842.
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�stack model�, reduce the computational time, and simplify the
integration with the plant code that includes the dynamic simula-
tion of the gas turbine, anodic ejector, combustion chamber, etc.
As a first step the results of the simplified dynamic fuel cell model
have been compared to the ones obtained with the previous model
as depicted in Fig. 1–4.

Single-Cell and Stack-Model Analogies. The main hypotheses
of both models are:

• The cell is adiabatic.
• The cell voltage is uniform.
• All the chemical reactions within the anodic stream are at

equilibrium.
• The electrochemical reaction of H2 is taken into consider-

ation while the electrochemical reaction of CO is neglected.

The cell models include the following:

• Electrochemical performance: the current-voltage behavior
of the stack is evaluated by subtracting the overall voltage
losses from the thermodynamic potential �i.e., the voltage of
the stack under conditions of thermodynamic reversibility,
Eq. �1� �Eqs. �2�–�6���. In our model, we simulate both
ohmic losses �Eqs. �2�–�4�� and activation losses due to
sluggish electrode kinetics �Eqs. �5�–�6��. In this way, Eqs.
�7�–�10� allow the evaluation of the electrical power sup-
plied by the cell and of the electrochemical reaction rate r.

• Equilibrium of reforming and shifting chemical reactions,
which is made through Eqs. �11� and �12�. These equations
allow the calculation of the reaction rates r of reforming and
shifting.

• Mass balances of anodic and cathodic flows �Eq. �13��, tak-

ing into account that molar flow rate variations are due to
the reaction rates r of both chemical and electrochemical
reactions.

• Energy balances of gaseous flows, including the anodic gas
�Eq. �15��, the air flowing within the quartz tube �Eq. �16��
and the cathodic gas �air� flowing into the annular space
between the quartz tube and the cathode �Eq. �17��. The
equations include the convective exchanges due to mass
transfer with the solid �only for the anodic and cathodic gas
flow�, and the heat exchanges between the gases and the
solid surfaces �either the inner tube or the electrochemical
cell itself�. The evaluation of the heat exchange coefficient
is made on the basis of the Nusselt number, assuming that
the flow regimen is laminar.

• Energy balance of the tube (Eq. (18)) and of the solid PEN
�positive�P�-electrolyte�E�-negative�N�� structure �Eq.
�19��, including forced convection between the solid and
gases, in-plane conduction, and, in Eq. �19�, the dissipative
heat sources due to chemical and electrochemical reactions.
The thermal balance of the solid results in a one-
dimensional Fourier problem with distributed heat sources.

Input data are geometric characteristics, operating conditions, in-
let flow conditions, and gas and material properties.

Single-Cell and Stack-Model Differences. In the single cell
model the evaluation of the electrical performance is made locally
along the cell length: indeed, in order to integrate the model, the
cell is divided into a number of calculation points, and the evalu-
ation of the electrical performance is repeated in each of them.
The differential equations of the model have been integrated using
a relaxation method for the Fourier problem and the charge bal-
ance, combined with a finite difference method to solve the other

Fig. 1 Temperature profile due to instantaneous voltage in-
crease obtained with single cell model

Fig. 2 Temperature profile due to instantaneous voltage re-
duction obtained with single cell model

Fig. 3 Temperature profile due to instantaneous voltage in-
crease obtained with stack model

Fig. 4 Temperature profile due to instantaneous voltage re-
duction obtained with stack model

Journal of Engineering for Gas Turbines and Power APRIL 2006, Vol. 128 / 289

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



equations.
In the stack model, the electrical current-voltage performance is

evaluated following the same procedure described in the previous
section, with the difference that, in the present case, the evaluation
of the electrical performance is made only once, based on the
average values of the physical-chemical variables. In the simpli-
fied model, the other equations are in the form of macroscopic
balances, i.e., finite equations, in a form that is the integration of
the differential equations between the inlet and outlet of the fuel
cell. Indeed, these equations simply express a balance between
inlet and outlet flows of mass and energy, and only allow the
evaluation of the average values of the physical-chemical vari-
ables within the electrochemical reactor.

As with the detailed model, the simplified model is also inte-
grated through a relaxation method for the evaluation of the cell
performance at the design point. This kind of approach is also
useful for the investigation of the system transients because of its
temporal step conception that helps to trace the evolution of the
system until steady-state conditions are reached using

d�Tsolid�i

dt
=

�qsolid�i

�C�_solid�i
�1�

A complete presentation of the model equations is given in �4� and
in Table 1.

Assessment of Stack Model Results
The stack model can be used to generate steady-state character-

istic curves, such as current-voltage and current-power curves,
with different air and fuel flows at different operating tempera-
tures. The steady-state results are in good agreement with litera-
ture data �5�.

Comparison of Single-Cell and Stack-Model Results. Fig-
ures 1 and 3 show the temperature profile due to the instantaneous
step �increment� of the operating voltage obtained with the two
models �single-cell and stack models�. Similar results are shown
in Figs. 2 and 4 where an instantaneous reduction of the voltage is
considered.

In practice it is possible to reach similar conditions applying a
potentiostatic control strategy �6�. In both cases the final state is

reached starting from different initial conditions in terms of volt-
age and current density and, consequently, cell temperature. The
relaxation time, temperature profile, and type of transient obtained
with each model are similar in each case considered and, as the
figures show, the relaxation time is independent of the particular
magnitude of the current density step �7�. Obviously the values
are not exactly the same because of the nonlinearity of the equa-
tion systems that lead the thermal and electrochemical
phenomena.

In fact, the stack code, as already said, is a single node model
�lumped volume� and the differences in the evaluation of the tem-
perature profile come from using the single-node approach instead
of using the multinode one of the single-cell model. The nonlin-
earity of the system implies different average values of some pa-
rameters �such as temperature� when evaluated with a different
numbers of calculation nodes �8�. However, in this case, the dif-
ference between the results obtained with the two models are neg-
ligible, especially considering that the final aim of the stack model
is a definition of the hybrid plant control strategy �1,2�.

Solid Oxide Fuel Cell Transient Behavior
The analysis of the SOFC transient behavior has been carried

out with the previously described stack model, complete with re-
former and postcombustor models. In an SOFC, the thermal tran-
sient involves larger time constants compared to the electrochemi-
cal and electrical time response as analyzed in �6�. In fact, the
electrochemical response is nearly instantaneous, and the electri-
cal transient, due to the variation in reactant concentration along
the cell, is normally a fraction of a second �cell length/fuel veloc-
ity� �6�. This great difference between the three time constants
allows the use of a lumped volume model for the dynamic analy-
sis of the SOFC, thus, leading only to the evaluation of the ther-
mal time scale.

In all the cases considered in Figs. 5–16 the composition of the
inlet fuel has been kept constant and the fuel supply system re-
sponse has been considered instantaneous. Two different kinds of
transients have been investigated: decrease of fuel flow rate �Figs.
5–10� and increase of fuel flow rate �Figs. 11–16�.

The modification of the fuel flow rate is related to a simulta-
neous modification of the electrical load. In this way it has been

Table 1 Models equations
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considered as a “load follow device,” where the current density is
supposed to be controlled by the electrical conditioning system,
while the fuel flow rate is scheduled in order to keep the utiliza-
tion factor constant. This approach has been considered in order to
understand the transient phenomena in the stand-alone stack; dif-
ferent control strategies are under consideration where the stack is
part of the whole hybrid system, as considered in Part III �2� of
this work.

Electrical Load Decrease. Figures 5–10 show the transient be-
havior of different stack parameters, such as current density �Fig.
5�, stack temperature �Fig. 6�, total electrical resistance �Fig. 7�,
voltage losses �Fig. 8�, theoretical cell voltage �Fig. 9�, and real
voltage �Fig. 10�. As shown in Fig. 5, the variation of the current

density, led by the electrochemical response, is almost instanta-
neous, whereas the thermal transient �Fig. 6� appears longer. In
both cases the fuel variation affects only the final condition
reached by the stack, not the transient characteristic time.

Figure 7 shows the strong influence of the thermal transient on
the total stack resistance; in fact, a decrease in fuel lowers the
stack temperature and as a consequence increases the electrical
resistance. The opposite variation of electrical resistance and cur-
rent density leads to the voltage losses behavior as shown in Fig.
8. After a fuel-current drop the operating voltage shows a steep
increase due to the instantaneous fall of the polarizations. This
drop of the polarization losses results in the beginning of the
transient where the current density has been decreased but the
temperature of the stack is still high, due to the thermal inertia of

Fig. 5 Current density distribution due to instantaneous fuel
flow-rate decrease

Fig. 6 Temperature profiles due to instantaneous fuel flow-
rate decrease

Fig. 7 Total resistance behavior due to an instantaneous fuel
flow-rate decrease

Fig. 8 Overpotential profiles due to instantaneous fuel flow-
rate decrease

Fig. 9 Nernst voltage behavior due to instantaneous fuel flow-
rate decrease

Fig. 10 Operating voltage profiles due to instantaneous fuel
flow-rate decrease

Journal of Engineering for Gas Turbines and Power APRIL 2006, Vol. 128 / 291

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the stack.
After this first drop the effect of the lowered stack temperature

prevails over the positive effect of the decreased current on the
polarization, resulting in an increase in the overpotential �Fig. 8�
and a consequent reduction in the operating voltage �Fig. 10�;
obviously the larger the initial current decrease the larger the ini-
tial voltage spike.

In all the cases studied here, the relaxation time �defined as the
time necessary to recover 90% of the dynamic parameter drop
resulting from the difference P�t→��− P�t= +0�� is not depen-
dent on the initial current density-fuel step.

Electrical Load Increase. In a similar way Figs. 11–16 show
the effect of a load �i.e., fuel� increase on the stack transients. The
fuel variation was limited to +10% to take into account constraints

on the distribution of the cell temperature. In this case the behav-
ior of the different stack parameters is the reverse of that obtained
for a load decrease, but nonetheless, the characteristic time is not
dependent on the initial current density-fuel step and is in fair
agreement with that obtained in the previous case.

Heat Capacity Influence. The relaxation time depends on the
fuel cell material properties, mass, and configuration of the solid
structure �7�. A comparison of Figs. 10 and 17 shows the influence
of the heat capacity K�kJ/K� of the stack on the relaxation time,
the initial conditions, and current-density step being the same in
both figures and K in Fig. 17 being 75% of the value in Fig. 10.
The resulting effect is a shortening of the relaxation time, whereas
an increase in K would lead to its increase.

Fig. 11 Current density distribution due to instantaneous fuel
flow-rate increase

Fig. 12 Temperature profiles due to instantaneous fuel flow-
rate increase

Fig. 13 Total resistance behavior due to an instantaneous fuel
flow-rate increase

Fig. 14 Overpotential profiles due to instantaneous fuel flow-
rate increase

Fig. 15 Nernst voltage behavior due to instantaneous fuel
flow-rate increase

Fig. 16 Operating voltage profiles due to instantaneous fuel
flow-rate increase
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Conclusions
The main goal of this work is the transient analysis of a pres-

surized hybrid system based on solid oxide fuel cell technology
for further system studies. The work is divided in three parts: Part
A �this paper� is devoted to cell model presentation; in Part II �1�,
the interaction of the stack and anodic recirculation system is
carefully investigated; in Part III �2�, the whole hybrid system
transient response, including the turbomachinery influence, is ana-
lyzed.

In this part, two models for stack transient investigation have
been presented and used for validation. One of the main goals is
the possibility of developing an apt model to be used in the whole
system analysis with minimum time calculation requests and a
good description of the transient behavior.

Different load follow transients of the stack have been pre-
sented just to show the capability of the model that will also be
used in Parts II and III �1,2�. The influence of several parameters
has been studied and discussed.
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Nomenclature
A , B � coefficients in Eqs. �2�–�4�, � m, K

B � hydraulic diameter, m
Cp � molar specific heat, J mol−1 K−1

D1 , D2 � coefficients, A
d � cell diameter, m
E � activation energy, J mol−1

F � Faraday constant, C mol−1

�G � Gibbs free energy change, J mol−1

�G° � standard Gibbs free energy change, �J mol−1�
H � enthalpy, J mol−1

h � heat transfer coefficient, W m−2 K−1

I � electrical current, A
l � cell length, �m�

N � molar flow rate, mol s−1

Kp,ref , Kp,shift � equilibrium constants, Pa2 ,−
k � thermal conductivity of the solid, W m−1 K−1

p � partial pressure, Pa
p° � reference pressure, Pa
P � overall pressure, Pa
r � reaction rate, mol m−3 s−1

Rg � gas constant, J mol−1 K−1

S � cross section, m2

s � thickness, m
T � temperature, K

Voc � thermodynamic electrical potential, V
Vp � loss of electrical potential, V
V � electrical potential of stack, V

Wel � electrical power, W
x � cell longitudinal coordinate, -

Greek Letters
� � stoichiometric coefficient, -

� � electrical resistance, �
� � electrical resistivity, �−1

Subscripts
a , c, el, � anode, cathode, electrolyte

air � air in the quartz tube
i � chemical component
k � chemical reaction

pol � polarization
s � solid structure

tube � quartz tube
ohm � ohmic
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Dynamic Simulation of Carbonate
Fuel Cell-Gas Turbine Hybrid
Systems
Hybrid fuel cell/gas turbine systems provide an efficient means of producing electricity
from fossil fuels with ultra low emissions. However, there are many significant challenges
involved in integrating the fuel cell with the gas turbine and other components of this type
of system. The fuel cell and the gas turbine must maintain efficient operation and elec-
tricity production while protecting equipment during perturbations that may occur when
the system is connected to the utility grid or in stand-alone mode. This paper presents
recent dynamic simulation results from two laboratories focused on developing tools to
aid in the design and dynamic analyses of hybrid fuel cell systems. The simulation results
present the response of a carbonate fuel cell/gas turbine, or molten carbonate fuel cell/
gas turbine, (MCFC/GT) hybrid system to a load demand perturbation. Initial results
suggest that creative control strategies will be needed to ensure a flexible system with
wide turndown and robust dynamic operation. �DOI: 10.1115/1.1852565�

1 Introduction
Fuel cell systems provide promise for more efficient and envi-

ronmentally friendly energy production. Certain classes of ‘‘high
temperature’’ fuel cells are capable of using hydrocarbon fuel as
long as the system contains a reformer that can process the fuel to
create a hydrogen/carbon-monoxide rich mixture. This capability
allows fuel cells to use renewable �biomass� as well as fossil fuels.
For large-scale high temperature fuel cells, one can also use the
high quality exhaust heat for various purposes such as thermal
energy for industrial processes, chemical recuperation �reforma-
tion� using the fuel supply, or cogeneration of electricity via a gas
or steam turbine, as is the case with a hybrid fuel cell/gas turbine
�FC/GT� cycle.

In FC/GT hybrid systems, it is very important to properly match
and integrate the fuel cell with the gas turbine portions of the
cycle. Too little mass flow in the cathode could lead to overheat-
ing of the fuel cell. At the same time, too much mass flow could
lower the turbine inlet temperature �TIT� of the gas turbine lead-
ing to efficiency decreases, performance degradation, and even
gas turbine shutdown. A complete shutdown of the turbine can be
damaging to the fuel cell and other system components. In the
case of a carbonate fuel cell �or molten carbonate fuel cell,
MCFC�, the operating temperature is generally desired to be
around 650°C. This operating temperature is good for reformation
and processing of the original hydrocarbon fuel, but at the same
time this temperature is too low for a typical gas turbine TIT. As
a result, MCFC/GT hybrid systems generally consist of a fuel cell
operating with sufficient excess fuel followed by oxidation of the
excess fuel emitted from the anode so as to raise the turbine inlet
temperature. This approach can produce very high TIT but at the
expense of the overall system fuel-to-electrical efficiency. The
fuel cell is the most efficient part of the power plant. So, utilizing
as much fuel as possible in the fuel cell �without hindering the
performance of the fuel cell� while concurrently maintaining good
gas turbine performance is the goal.

The MCFC can handle higher fuel utilizations than what is
needed to maintain an acceptable TIT. As a result, there is some

design parameters that should allow control even under dynamic
conditions. One additional parameter that can be manipulated in
the design of an MCFC/GT hybrid system is the mass flow rate
through the compressor and therefore the fuel cell. However,
when the mass flow is lowered such operation could lead to over
heating of the MCFC. The MCFC requires that the heat being
generated within the stack be carried off by the anode and cathode
gas in order to maintain an optimal temperature. On the other
hand, one could design the fuel cell module to directly use a
portion of this heat by incorporating internal reformation in the
MCFC stack design.

Internal reformation involves endothermic reactions that can
absorb the heat directly where it is being generated by the elec-
trochemical reactions. Use of internal reformation provides an ad-
ditional means of cooling the MCFC, and results in decreased
cathode mass flow cooling requirements for the MCFC. As a re-
sult, internal reformation increases system efficiency by reducing
thermal loss and increasing TIT, and it reduces cost through re-
duction of heat exchanger requirements �1�. In addition, this ap-
proach should provide a more robust hybrid performance enve-
lope. However, it also produces a quicker responding cooling
effect due to the immediate proximity of the endothermic reform-
ing action to the stack. Such quick response times need to be
carefully considered in the design of the control system, and in the
operation of the hybrid system.

Once these overall design decisions are set, control strategies
must be employed that can maintain the proper temperatures
throughout the MCFC/GT power plant. This needs to be done in
order to achieve efficient, safe, and reliable operation during per-
turbations �e.g., load changes� that may be imposed on the system.
The dynamic simulation capabilities developed at National Fuel
Cell Research Center �NFCRC� and National Energy Technology
Laboratory �NETL� and presented herein are useful for: �1� deter-
mining design requirements, �2� analyzing dynamic response, and
�3� developing control strategies for MCFC/GT hybrid systems.

Work has been done by others to find the optimal design of
different types of fuel cell-gas turbine hybrids. To analyze the
performance of hybrid system design, research groups have devel-
oped steady-state models to analyze the design and off-design
performance of various fuel cell-gas turbine hybrid systems �2,3�
approach.

This paper presents the development and comparison of two
dynamic MCFC/GT models. The two models have similar fea-
tures in their thermodynamic approach to simulating a MCFC/GT
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hybrid. The NETL model uses C�� in combination with the
ProTRAX software package. The NFCRC is constructed in Sim-
ulinkTM software package. The respective solution strategies for
determining dynamic hybrid system performance vary according
to the software packages used by the parties.

The details of the MCFC and gas turbine simulation approach
have been presented and discussed in previous papers �4–6�. Suf-
fice it to note that identical assumptions are made in formulating
the set of governing equations for the fuel cell models, which
includes discretized solution of the Nernst equation, all major
electrochemical losses �polarizations�, mass conservation, energy
conservation and heat transfer processes. Similar solution strate-
gies are employed for all components, but, slightly different com-
pressor and turbine maps are used, and a significantly different
approach to simulating heat exchangers is employed by the two
parties. Each of these models, however, retains an appropriate
dependance upon heat exchanger design and operating conditions
through nondimensional numbers �e.g., Reynolds, Nusselt,
Prandtl�.

2 Carbonate Fuel Cell Model
Each of the MCFC models is constructed to simulate the fun-

damental operation of a MCFC similar to that currently manufac-
tured by FuelCell Energy, Inc. Results from NFCRC and NETL
fuel cell models are compared under the same operating condi-
tions, with analysis based on a 1.08 m2, single cell, co-flow, planar
fuel cell with prescribed anode and cathode inputs.

A partially reformed anode gas and cathode gas mixture repre-
sentative of that which characterizes the FuelCell Energy, Inc.
system was used for comparison of the fuel cell models �1�. The
anode gas was modeled entering a reformation channel �part of
the separator plate� in counter-flow with the internal cathode and
anode gas flows. Figure 1 illustrates this process. The anode gas is
preheated and pre-reformed in the reformation channel. It was
found that by creating this counter flow in-stack reformer and
having the reformation begin where the anode and cathode gases
exit, the temperature profile in the fuel cell is more uniform. If the
prereformation channel were not present in the geometrical con-
figuration of the model then most of the methane would reform
near the entrance of the MCFC anode compartment. This would
cause a dramatic cooling effect and create a large temperature
gradient through the cell. This large gradient would hinder the
electrochemical performance, lead to mechanical stresses, and
possibly cause premature deterioration of the cell materials.

2.1 Modeling of the Internal Reformation. The capability
of simulating internal reformation of the type described above is a
major advancement of the model that is presented first in this
paper. The internal reformation model is broken into two concur-
rent steps, steam reformation of methane and water gas shift.

CH4�H2O→CO�3H2 (1)

CO�H2O→CO2�H2 (2)

The rate of the steam reformation step is determined by a dynamic
Arrhenius rate expression and the water gas shift is assumed to be
in equilibrium. The reformation model uses rates that are consis-
tent with the use of typical nickel-based catalysts. The equilibrium
constant for Eq. �1� is determined from the following curve fit �7�,

KPref
�1.198E�17*e ��26,830�/T (3)

To convert this from partial pressure parameters to concentration
parameters the following equation is used

K ref�
KPref

�Ru*T �2
(4)

The pre-exponential term of Eq. �3� �7� is scaled by the catalytic
surface area as follows:

Ko�AsurfK� (5)

The forward reformation reaction rate constant is determined by
the following expression:

k forward�Ko*�Ru*T ��a�b �*e ��Ea�/RuT (6)

where

Ea�activation energy �23,000 �kJ/kmol� �,

a�1,

and

b��1.25.

The forward reaction rate for the reformation is:

RForward�CCH4

a
*CH2O

b
*k forward (7)

In the current internal reformation model the rate of the reverse
reformation reaction �i.e., reverse rate of reaction �1�� is deter-
mined through the equilibrium constant as:

k reverse�
k forward

K ref
(8)

The reverse reaction rate is determined from the following

R reverse�CCO*CH2

3
*k reverse (9)

The result of water gas shift chemistry, which is assumed to be
in equilibrium, is determined by calculating the equilibrium con-
stant using Eq. �10� and solving the quadratic in Eq. �11� �7�

Kp�1.767E�2*e4400/T (10)

�1�KP�y2��CH2
�CCO2

�KP*�CCO�CH2O��y��CH2*CCO2

�KP*CCO*CH2O��0 (11)

Where y is the net change in moles, which can be used in the
following equations.

CH2�CH2 in�y

CCO2�CCO2 in�y
(12)

CCO�CCO in�y

CH2O�CH2O in�y

The CO is assumed to be consumed/created in the fuel cell by
only water gas shift chemistry. Direct electrochemical oxidation of
CO and hydrocarbons is neglected, which has been shown experi-
mentally to be a reasonable assumption �8�.

Fig. 1 MCFC diagram
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2.2 Fuel Cell Model Comparisons. The MCFC geometry
and dynamic response of a laboratory scale MCFC model were
presented in a previous paper �6� along with the dynamic equa-
tions used in each of the models. The same MCFC models are
used in the comparison presented in this paper. The most signifi-
cant change in the models is the addition of internal reformation
simulation capabilities.

Table 1 presents the parameters used in the current model. The
two models were simulated with partially reformed gas entering
the MCFC anode. The values are compared to ensure that pre-
dicted performance matches closely. The comparison of steady
state results are presented in Table 2. The voltages of the models
were held constant at 0.7 V. The models compare very well with
regard to predictions of exit species concentrations, current pro-
duction, and overall fuel and oxidant utilization.

3 MCFCÕGT Hybrid Model
The MCFC/GT models have similar features and have the Fu-

elCell Energy, Inc. configuration of a Direct FuelCell/Turbine®
�DFC/T®� sub-MW system. A diagram of the system is presented
in Fig. 2. The fuel heater is slightly different than the DFC/T
power plant presented by FuelCell Energy, Inc. �9�.

3.1 Gas Turbine Model. The small gas turbine �or microtur-
bine� simulated in this paper contains a single stage radial com-
pressor and expander connected on the same shaft to a generator.
Generic radial turbine and compressor maps are used to establish
compressor and turbine performance over a wide range of opera-
tion. The NFCRC gas turbine model has a pressure ratio of 3:1.
The design parameters for the gas turbine are provided in Table 3.
NETL’s gas turbine model is slightly different. At steady state, the
compressor pressure ratio is 4:1. The turbine inlet temperature is

785°C. The design parameters and the turbine and compressor
maps used by NETL are based upon measured performance of a
small gas turbine engine.

The dynamic response of the gas turbine engine models is
based upon solution of a dynamic expression that governs shaft
speed, which balances compressor and generator loads and gas
turbine inertia with power produced in the turbine. The compres-
sor plenum volume �note, the NETL model does not contain a
plenum volume� provides for mass storage in the system. The
mass flow presented in Table 4 is higher than what today’s micro-
turbines can provide, but is not unrealistic to expect from emerg-
ing turbo-machinery designed for hybrid systems applications.
With these design parameters, the micro-turbine produces about
10% of the total hybrid system power at the design point.

3.2 1D Heat Exchanger Model. NETL’s heat exchanger
models simulate a state-of-the-art primary surface type heat ex-
changer following McDonald �10�. It is modeled in one dimension
with 3 nodes. The NFCRC heat exchanger models assume a flat
plate design, which are simulated using first principals �i.e., con-
current solution of the momentum, convection and conduction
equations in a shell and tube geometry as a function of heat ex-
changer length�. It resolves one dimension of the heat exchangers
in discrete lumped parameter cells. As a basis for comparison,
both models are assumed to have the same thermal capacitance.
The following assumptions for heat exchanger masses were made:
the high temperature heat exchanger has a mass of 400 kg, the
steam generator and fuel heater section has a mass of 250 kg, and
the low temperature heat exchanger has a mass of 300 kg.

3.3 Catalytic Oxidizer Model. The catalytic oxidizer model
of both NETL and NFCRC completely oxidizes all of the remain-
ing fuel from the fuel cell anode gas stream. The adiabatic flame
temperature is calculated for the combined anode/gas turbine ex-
haust gas mixture. The catalytic oxidizer is assumed to have no
mass, therefore there is no thermal capacitance associated with the
catalytic oxidizer in either model.

4 MCFCÕGT Hybrid Dynamic Simulation Results
The NETL and NFCRC integrated hybrid systems models were

each run with the same set of inlet conditions and operating pa-
rameters. This was done to establish that both models produce
similar steady-state results under the same conditions. The steady-
state results from both the NETL and NFCRC hybrid system mod-
els for these conditions are presented in Table 4. The majority of

Table 1 Fuel cell parameters for comparison

Parameter Unit Value

Number of Channels 216
Cell Active Area m2 1.08

Anode Specification
Inlet Temperature K 923
Inlet Pressure Pa 104,425.2
Exit Pressure Pa 104,425.2
Channel Width m 0.0031
Channel Height m 0.0013
Inlet CH4 mole frac 0.2798
Inlet CO mole frac 0.005
Inlet CO2 mole frac 0.0346
Inlet H2 mole frac 0.1168
Inlet H2O mole frac 0.5662

Cathode Specification
Inlet Temperature K 923
Inlet Pressure Pa 104,425.2
Exit Pressure Pa 104,425.2
Inlet CO2 mole frac 0.1553
Inlet H2O mole frac 0.1553
Inlet N2 mole frac 0.559
Inlet O2 mole frac 0.1294
Channel Width m 0.0031
Channel Height m 0.0032
Exchange Current
Density

amp/m2 50

Diffusion Limiting
Current Density

amp/m2 4000

Transfer Coefficient 0.75
Cell Specification

Thickness m 0.01
Heat Capacity J/kg K 800
Density kg/m3 1500
Net Resistance ohm m2

�6.667�10�7 (T�273)
�4.7833�10�4/Acell

Separator Specification
Thickness m 0.001
Heat Capacity J/kg K 611
Density kg/m3 7900

Table 2 Steady-state results for the MCFC with internal refor-
mation

Parameter Unit NFCRC NETL

Anode
Outlet
Outlet Temperature K 923 923
Outlet CH4 mole frac 0.0007 0
Outlet CO mole frac 0.00133 0
Outlet CO2 mole frac 0.499 0.4922
Outlet H2 mole frac 0.1195 0.1417
Outlet H2O mole frac 0.3794 0.366

Cathode
Outlet
Outlet Temperature K 923 923
Outlet CO2 mole frac 0.0739 0.0629
Outlet H2O mole frac 0.18 0.1833
Outlet N2 mole frac 0.648 0.66
Outlet O2 mole frac 0.09695 0.0925

Cell

Voltage V 0.7 0.7
Current A 1216 1212
Fuel Utilization 75.10% 74.37%
Oxygen Utilization 35.34% 40.70%
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the steady state performance comparisons presented in Table 4
suggests a relatively similar predicted performance for the hybrid
system. There is a disparity between the cathode inlet temperature
and the MCFC stack power predictions of the two models,
which is probably due to the differences in the heat exchanger
simulations.

Once the steady-state results were verified to be similar, each of
the dynamic models was subjected to the same perturbation. The
perturbation was a drop in overall load demanded from the fuel
cell, which was accomplished by applying an increase in fuel cell
operating voltage of 0.01 V from 0.76 V to 0.77 V.

4.1 Hybrid Dynamic ‘‘Open Loop’’ Response. This section
of the paper presents the predicted open loop system dynamics,
since MCFC voltage was the manipulated variable and no other
system operating parameter was controlled in these simulations.
The fuel flow rate was held constant. Figures 3–5 present several
hybrid system responses produced by each model during the volt-
age perturbation described above. When the voltage is increased,
both the current of the MCFC and efficiency drop as expected.
Figure 3 presents the current change and the change of the overall
efficiency for each of the hybrid systems simulations �that of
NETL and that of NFCRC�. A difference in the current predictions
is presented, which leads to a slightly higher efficiency for the
NETL hybrid model �not significant�. Before the perturbation, the
current in both models is different, partly because of the different
temperatures in the MCFC component of each model and different
gas compositions through the MCFC stack that result from differ-
ences in internal reforming. The NFCRC fuel cell ends up oper-
ating at a lower temperature. This increases the internal resistance
of the fuel cell, which decreases the current density of the fuel cell
as well.

Figure 4 presents the catalytic oxidizer and cathode inlet tem-
perature open loop response for the same fuel cell load perturba-
tion. Note that the time scales associated with the dynamic re-
sponse of the catalytic oxidizer and cathode inlet temperatures
predicted by the two models compare well. In addition, the mag-
nitude of the predicted final catalytic oxidizer temperature of the
two models compares well. The difference in the magnitude of
catalytic oxidizer temperature is about 30 K before the perturba-
tion. This is due to more fuel being available in the anode off gas
in the NFCRC model because of the lower current production.
After the perturbation, the catalytic oxidizers reach the same tem-
peratures because the MCFC currents are the same after the per-
turbation, which is seen in Fig. 3.

The increase in catalytic oxidizer temperature could be detri-
mental to the heat exchanger and the increase in cathode inlet
temperature as seen in Fig. 4 could overheat the MCFC. This

Fig. 2 MCFCÕGT hybrid power plant schematic

Table 3 Gas turbine parameters

Design Spec Value

Design Mass Flow Rate �kg/s� 1.33
Design Turbine Inlet Pressure for NFCRC �kPa� 304
Design Turbine Inlet Pressure for NETL �kPa� 405
Design Turbine Inlet Temperature �K� 1050
Design Compressor Inlet Pressure �kPa� 101.325
Compressor Impeller Radius �m� 0.055
Design Compressor Inlet Temperature �K� 298
Design Speed �RPM� 65,000
Diffuser Expansion Ratio 1.4
Plenum Volume �NFCRC only� �m3� 0.8

Table 4 Steady-state hybrid results

Description NFCRC NETL

Catalytic Exhaust Temp �K� 1129.44 1106.724
Cathode Inlet Temp �K� 856.45 847.77
Gas Turbine Power �kW� 136.35 127.32
Fuel Cell Power �kW� 856.95 869.287
Efficiency 56.20% 56.50%
Current �single cell� �A� 1025.06 1039
Voltage �single cell� �V� 0.76 0.76
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increase in cathode inlet temperature could possibly be controlled
by decreasing the amount fuel flow entering the MCFC or by
increasing the air mass flow through the MCFC.

Figure 5 presents the change in the total MCFC/GT hybrid
system power and the MCFC and gas turbine power for both
hybrid system models. For the open loop system, both hybrid
models predict that the MCFC power drops followed by a rise in
gas turbine power due to a rise in catalytic oxidizer temperature.
Although the magnitudes of power predicted by the respective
models are not the same, the time scales associated with the dy-
namic response of the hybrid system are well matched. The fuel
cell fairly rapidly drops in power output �order of 10 s�, followed
by a gas turbine response that endures longer than the 50 s plotted
in Fig. 5. Since the heat exchangers are modeled with small
masses in this case, the gas turbine power rises fairly quickly and
the total power of the system does recover slightly due to the
increase in gas turbine power.

4.2 Hybrid System Control Strategies. In order to minimize
the thermal impact on the fuel cell, it is desirable to maintain a
fairly constant inlet temperature to the cathode. This can be done
in various ways. One method adjusts the turbine speed to adjust
airflow to the oxidizer, changing the temperature in the oxidizer
and ultimately the temperature at the cathode inlet. The generator
load is adjusted in order to maintain the desired turbine shaft

speed. The controller would likely use the catalytic oxidizer tem-
perature as the controlled parameter since response of the cathode
inlet temperature would be impacted by the thermal mass of the
high temperature heat exchanger. However, the present case pre-
sents a turbine that starts out at 100% speed. Since increases in
turbine speed are not allowed at this point, the oxidizer tempera-
ture cannot be controlled by increasing turbine speed. As a result
the NETL model allows additional adjustment of fuel flow to
maintain the original fuel utilization. A decrease in load demand
to the fuel cell will require a decrease in fuel flow in order to
maintain the desired fuel utilization. The overall result should
lower the oxidizer temperature to a value below its setpoint,
which can be followed by further adjustments to turbine speed to
increase the oxidizer temperature back to the setpoint.

For the NFCRC model, a different control strategy is imple-
mented. A proportional integral �PI� controller is used to control
the fuel flow rate in order to maintain the catalytic oxidizer tem-
perature. Controlling the catalytic oxidizer temperature by adjust-
ing the amount of fuel that enters the catalytic oxidizer can be
accomplished by adjusting the total fuel flow entering the MCFC
stack. For the case of a drop in load demand in the power plant,
lowering the fuel flow rate will increase the fuel utilization in the
MCFC stack and in turn lower the amount of fuel entering the
catalytic oxidizer. In order to maintain fairly constant power from

Fig. 3 1.08 m2 fuel cell response and overall hybrid efficiency during an in-
crease of fuel cell voltage 0.76V\0.77V for an open loop system

Fig. 4 Catalytic oxidizer and cathode inlet temperature during an increase of fuel cell
voltage 0.76V\0.77V for an open loop system
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the gas turbine, the temperature of the catalytic oxidizer should
remain approximately constant, and this can be achieved with
such a control strategy. This should in turn maintain fairly con-
stant mass flow through the gas turbine while the fuel utilization
in the fuel cell is left to float. This control strategy may alter the
MCFC performance, but it allows control of the catalytic oxidizer
temperature and gas turbine performance parameters.

The goal of both of these control strategies is to maintain an
adequate cathode flow and inlet temperature, a net power produc-
tion from the gas turbine, while maintaining MCFC temperature
near an optimal operating temperature. It is generally accepted
that the operating temperature of a MCFC is 650°C. There is a
balance between the MCFC performance and cell stack and com-
ponent degradation that makes this a desirable temperature. A
study done by Au �11� shows that if the operating temperature of
the MCFC changes from 600 to 700°C then the overall CHP
power plant efficiency is not much affected.

4.3 Hybrid Dynamic ‘‘Closed Loop’’ Response. The pre-
dicted dynamic response to a drop in power demand of the two
hybrid MCFC/GT system models, each with a control loop ap-
plied as described above to maintain catalytic oxidizer tempera-
ture, is presented in this section.

Figures 6–8 show the response of the MCFC/GT power plant
to a drop in load demand with the fuel flow rate into the MCFC
controlled to maintain the catalytic oxidizer at a reference tem-
perature. Figure 6 shows the initial drop in current produced by
the MCFC stack due to the change in operating voltage. Given the
voltage increase, the fuel utilization decreases due to the lower
current. Each of the models predicts these overall impacts.

In order to maintain constant fuel utilization, the NETL model
initially reduces the fuel flow in response to the perturbation. Be-
cause the fuel valve stroke time that is used is very small �1 ms�
there is an almost immediate reduction in the fuel flow from the
proportional action of the PID controller on the fuel valve. Thus
the catalytic oxidizer temperature presented in Fig. 7 also shows a
sharp reduction after the initial sharp increase, and this tempera-
ture is coincidentally approximately the original oxidizer tempera-
ture. After this the fuel controller continues to reduce the fuel flow
in order to bring the fuel utilization back to its original value and
this is why the oxidizer temperature continues to decrease. How-
ever, the turbine speed control begins to act by reducing the tur-
bine speed to reduce airflow until the catalytic oxidizer tempera-
ture is back to its set point. Note that the NETL cathode inlet

Fig. 5 Power of fuel cell and gas turbine during an increase of fuel cell voltage
0.76V\0.77V for an open loop system

Fig. 6 1.08 m2 fuel cell response and overall hybrid efficiency during an increase of
fuel cell voltage 0.76V\0.77V for a closed system
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temperature does decrease slightly and so the oxidizer temperature
set point would have to be increased to reach the original setpoint
for cathode inlet temperature.

The NFCRC model, which incorporated a simple PI controller
for overall fuel flow, based on the difference between the catalytic
oxidizer temperature and its setpoint exhibits a different dynamic
response. Each of the two control strategies requires approxi-
mately 35 s to bring the catalytic oxidizer temperature back to its
setpoint. However, the simple control strategy used in the NFCRC
model allows the catalytic oxidizer temperature to rise more than
30° and linger at higher temperatures for a longer period of time
than the NETL control strategy. The NFCRC controller param-
eters lead to an over-damped catalytic oxidizer temperature re-
sponse, suggesting that modifications to the proportional and in-
tegral gains on the controller could improve the dynamic
response.

The results of Fig. 6 show that the predicted fuel cell current
and overall hybrid efficiency of the two hybrid system models are
different before the perturbation as discussed earlier. The MCFC
stack currents do approach the same values, but the NFCRC
MCFC approaches this state more slowly due to the slower fuel

flow rate controlled response. The gas turbine power for each
model presented in Fig. 8, reflects the differences in the two con-
trol strategies. The NETL gas turbine power decreases due to the
drop in load on the generator allowing the shaft speed to increase
and the air flow rate to increase. NFCRC gas turbine power shows
a small temporary increase due to the increase of the catalytic
oxidizer temperature and TIT. This increase in gas turbine power
and the decrease in fuel flow rate allows the NFCRC hybrid sys-
tem to reach higher efficiencies as seen in Fig. 6.

Even though the control strategy for the NFCRC MCFC/GT
hybrid system leads to a more efficient operating condition, the
corresponding sharp rise in catalytic oxidizer temperature for any
length of time may not be acceptable. This temperature could melt
the catalyst. One may desire the quicker response that the NETL
model provides over a more efficient strategy in order to extend
the life of this system. At the same time, if the masses of the heat
exchangers are much larger, then the controller response time may
be sufficient.

As mentioned earlier, the heat exchangers that are modeled in
each hybrid system are different. When combined with the differ-

Fig. 7 Catalytic oxidizer and cathode inlet temperature response during an increase
of fuel cell voltage 0.76V\0.77V for a closed system

Fig. 8 Power of fuel cell and gas turbine during an increase of fuel cell voltage 0.76V\0.77V
for a closed system
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ent control strategies that are applied, the heat exchangers create
the observed predicted performance differences of the two hybrid
system models.

4.4 Rise in Cathode Inlet Temperature. As pointed out ear-
lier, maintaining proper temperature control with the various com-
ponents and gas streams throughout the hybrid system is very
important. One critical temperature that was focused on was the
cathode inlet temperature. Controlling this temperature is very
important in operating the MCFC stack at a safe and desirable
temperature. For the open loop dynamic response for the
MCFC/GT hybrid system it was shown in Fig. 4 that if the MCFC
stack experiences a 0.01 V change or a 5% change in power
demand that the cathode inlet temperature can rise 30°C. Figure 9
presents the temperature profile in the MCFC as a function of time
and distance from the entrance of the fuel cell gas streams. Figure
9 shows that the entire MCFC temperature profile rises around
30°C as well. This results in peak internal temperatures that ap-
proach dangerous levels of 955 K �682°C�. This high temperature
is extreme enough to degrade the performance and the life of the
MCFC. And this result arises from only a small perturbation in
power demand on the system.

5 Summary and Conclusions
The comparison of two different MCFC/GT models developed

and applied in two different simulation environments resulted in
good agreement. The models were able to predict the same trends
and responses and significantly showed similar time scales asso-
ciated with the dynamic response of hybrid fuel cell gas turbine
system components and operating conditions. Steady state predic-
tions of MCFC performance demonstrated similar predictive ca-
pabilities for the two fuel cell models. A MCFC/GT cycle of the
type designed by FuelCell Energy, Inc. was presented and simu-
lated. The simulated open-loop uncontrolled dynamic response of
this MCFC/GT system to a fuel cell load perturbation was pre-
sented. The dynamic responses of the two hybrid system models
compare well. Closed-loop dynamic responses of the hybrid sys-
tem to fuel cell load perturbations using two different control
strategies are also presented.

Several differences between the two hybrid system models are
noted, due in large part to the differences in the specific heat
exchanger and gas turbine models used. The gas turbine models
used different compressor and turbine maps and were set at

slightly different design conditions, while entirely different heat
exchanger technology was assumed in the respective models. The
results point to important precautions for both modeling and de-
signing an MCFC/GT system. The performance of subcompo-
nents such as heat exchangers and control algorithms can dictate
success or failure for these systems. The correct heat exchanger
for the application can determine whether or not a system will
properly operate.

The results suggest that control strategies that are implemented
in hybrid MCFC/GT systems need to be robust yet flexible
enough to allow the system operate under various conditions. The
simple control strategies implemented in this paper were capable
of controlling the hybrid system during a simple fuel cell load
perturbation. In the case of more complex perturbations or oper-
ating conditions, such as those extant with being connected to the
grid, more sophisticated control schemes should be considered.
Nonetheless, the current model dynamic predictions suggest that
control of these complex hybrid systems is quite feasible.

Hybrid fuel cell systems must be designed to be able to recover
and maintain safe and efficient performance at all times. The mod-
els developed and applied in the current paper can be valuable
tools applied to study a large number of complex perturbations
and control strategies to gain confidence that the hybrid system
�components�controls� that one desires will function properly.

Nomenclature

Asurf � surface area
Ea � activation energy
K j � equilibrium constant for concentrations

Kpi � equilibrium constant for partial pressures
ki � rate constants from the Arrhenius equation

Ko � Pre-exponential for the Arrhenius equation
K� � Pre-exponential per unit area
Ri � Dynamic reaction rates �kmol/s� for reaction i
C j � Concentrations of species j

y � Change in kmoles for water–gas shift reaction
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Modeling and Simulation of a Gas
Turbine Engine for Power
Generation
The gas turbine engine is a complex assembly of a variety of components that are
designed on the basis of aerothermodynamic laws. The design and operation theories of
these individual components are complicated. The complexity of aerothermodynamic
analysis makes it impossible to mathematically solve the optimization equations involved
in various gas turbine cycles. When gas turbine engines were designed during the last
century, the need to evaluate the engines performance at both design point and off design
conditions became apparent. Manufacturers and designers of gas turbine engines became
aware that some tools were needed to predict the performance of gas turbine engines
especially at off design conditions where its performance was significantly affected by the
load and the operating conditions. Also it was expected that these tools would help in
predicting the performance of individual components, such as compressors, turbines,
combustion chambers, etc. At the early stage of gas turbine developments, experimental
tests of prototypes of either the whole engine or its main components were the only
method available to determine the performance of either the engine or of the components.
However, this procedure was not only costly, but also time consuming. Therefore, math-
ematical modelling using computational techniques were considered to be the most eco-
nomical solution. The first part of this paper presents a discussion about the gas turbine
modeling approach. The second part includes the gas turbine component matching be-
tween the compressor and the turbine which can be met by superimposing the turbine
performance characteristics on the compressor performance characteristics with suitable
transformation of the coordinates. The last part includes the gas turbine computer simu-
lation program and its philosophy. The computer program presented in the current work
basically satisfies the matching conditions analytically between the various gas turbine
components to produce the equilibrium running line. The computer program used to
determine the following: the operating range (envelope) and running line of the matched
components, the proximity of the operating points to the compressor surge line, and the
proximity of the operating points at the allowable maximum turbine inlet temperature.
Most importantly, it can be concluded from the output whether the gas turbine engine is
operating in a region of adequate compressor and turbine efficiency. Matching technique
proposed in the current work used to develop a computer simulation program, which can
be served as a valuable tool for investigating the performance of the gas turbine at
off-design conditions. Also, this investigation can help in designing an efficient control
system for the gas turbine engine of a particular application including being a part of
power generation plant. �DOI: 10.1115/1.2061287�

1 Modeling of Gas Turbine Components
Aero-derivative and industrial gas turbine engines are used for

a variety of applications, such as electrical power generation, driv-
ing pumps, compressors on gas and liquid fuels, etc. The engine
configuration may vary to suit the application. The common con-
figurations are a single-, twin-, or triple-spool construction or a
single-stage or multistage construction. In this study only the gas
turbines used for electrical power generation are considered.

A gas turbine engine essentially consists of the following com-
ponent parts: �i� intake, �ii� compressor�s�, �iii� combustion cham-
ber�s�, �iv� turbine�s�, and �v� engine auxiliaries, such as fuel
pump, lubrication pump, electrical power supply, starting gear,
and control system. A block diagram of the gas turbine engine
showing these components is given in Fig. 1.

Overall performance of the complete gas turbine engine is
mainly determind by the main components i, ii, iii, and iv. The

mathematical model for each component was created using physi-
cal laws or emphrical data when available. The thermodynamic
properties of combustion gases and air at various stages through-
out the gas turbine are calculated by considering variation of tem-
perature or instead universal gas constant �R� can be used since
�R� is temperature independent.

Tables containing the values of the specific heats against tem-
perature variation have been published in many references, such
as Chappel and Cockshutt �1�. In the present work, to compute the
values of specific heats at constant pressure and various tempera-
tures for air and combustion gases, data from the tables were fitted
with polynomial curves to obtain Eqs. �1�–�5�. These equations
provide details of the polynomials. Here, Ta and Tg refer to the
average temperatures during the compression and expansion pro-
cesses in the compressor and turbine, respectively.

For air at the low-temperature range of 200–800 K,

CPa = 1.0189 � 103 − 0.13784Ta + 1.9843 � 10−4Ta
2 + 4.2399

� 10−7Ta
3 − 3.7632 � 10−10Ta

4 �1�

For air at the high-temperature range of 800–2200 K,
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CPa = 7.9865 � 102 + 0.5339Ta − 2.2882 � 10−4Ta
2 + 3.7421

� 10−8Ta
3 �2�

For specific heats of products of combustion,

CPg = CPa + �f/�1 + f��BT �3�

where BT at the low-temperature range of 200–800 K,

BT = − 3.59494 � 102 + 4.5164Tg + 2.8116 � 10−3Tg
2 − 2.1709

� 10−5Tg
3 + 2.8689 � 10−8Tg

4 − 1.2263 � 10−11Tg
5 �4�

and BT at high-temperature range of 800–2200 K,

BT = 1.0888 � 103 − 0.1416Tg + 1.916 � 10−3Tg
2 − 1.2401

� 10−6Tg
3 + 3.0669 � 10−10Tg

4 − 2.6117 � 10−14Tg
5 �5�

1.1 Compressor Modeling and Analysis. The performance
of a compressor is fully described by a number of dimensionless
parameters. The dimensionless parameters would be the same for
every system of units. The dimensionless parameters are shown in
Table 1.

Compressor performance, sometimes called compressor map, is
usually represented by overall performance characteristics as
shown in Fig. 2. These maps are in general, obtained experimen-
tally but sometimes they can be predicted with reasonable accu-
racy using geometric properties of the components, i.e., intake,
impeller, diffuser, and casing �2–4�.

Mathematically, the compressor performance is described using
the dimensionless parameters as given below

�c

d2
2Po1

=
1

2�

1

�c
� d2N

�CPaTo1
�−1ṁa

�CPaTo1

d2
2Po1

��Po2

Po1
���a−1�/�a

− 1	
�6�

�c

�
= f��c,

N
��

,
ṁa

��

�
,
Po2

Po1
� �7�

Equation �6� is in complete dimensionless form, and Eq. �7� is the
general form.

The compression power Wc is given by

Wc = d2
2Po1

�CPaTo1
ṁa

�CPaTo1

d2
2Po1

1

�c
��Po2

Po1
���a−1�/�a

− 1	 �8�

Using the compressor characteristics, if any two dimensionless
parameters are known then the rest of the parameters can be de-

termined easily.
The final stagnation temperature in the compression process To2

can be calculated from the following equation:

To2 = To1 +
To1

�c
��Po2

Po1
���a−1�/�a

− 1	 �9�

In order to solve Eqs. �6�–�9� the needed input data can be ob-
tained from the compressor performance map. This may require
interpolation and will be dealt with in the section dealing with
computer simulation.

1.2 Combustion Chamber Modeling and Analysis. The
combustion chamber performance is normally given in terms of
combustion efficiency �cc and the factor for the loss of stagnation
pressure �cc. Using these parameters the fuel/air ratio F and the
stagnation pressure at the exit of the combustion chamber Po3 can
be determined from Eq. �10� and �11�. However, there are many
good programs that provide a more accurate determination of F,
such as the NASA chemical equilibrium program of Gordon and
McBride �5�.

F =
1

�cc�LCV�
CPg�To3 − To2�

− 1

�10�

Fig. 1 Schematic diagram of simple gas turbine engine

Table 1 Dimensionless compressor parameters

Fig. 2 General compressor characteristics „map…
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Po3 = �1 − �cc�Po2 �11�

1.3 Turbine Modeling and Analysis. The performance char-
acteristics of a turbine, such as those of a compressor, are fully
described by a number of dimensionless parameters. These param-
eters and their corresponding meanings are tabulated in Table 2
�6–11�.

The turbine performance is represented by overall performance
characteristics, also known as turbine map as shown in Fig. 3.
This map is in general obtained experimentally but it can also be
predicted with reasonable accuracy by using geometric properties
and on the basis of previous experience �2–4�.

In the current work, turbine cooling has not been accounted for
and will be taken into consideration in future work. Using the
turbine characteristics, if any two dimensionless parameters are
known then the rest of the parameters can be determined easily.
Mathematically, the turbine performance is described using the
dimensionless parameters as follows:

�t

d2
2Po3

=
1

2�
�t� d2N

�CPgTo3
�−1ṁg

�CPgTo3

d2
2Po3

�1 − �Po4

Po3
���g−1�/�g	

�12�

�t

�
= f��t,

N
��

,
ṁg

��

�
,
Po3

Po4
� �13�

Equation �12� is in complete dimensionless form, and Eq. �13� is
the general form.

The expansion power Wt and the final stagnation temperature
To4 in the expansion process are calculated using Eqs. �14� and
�15�, respectively.

Wt = d2
2Po3

�CPgTo3
ṁg

�CPgTo3

d2
2Po3

�t�1 − �Po4

Po3
���g−1�/�g	 �14�

To4 = To3 − To3�t�1 − �Po4

Po3
���g−1�/�g	 �15�

2 Component Matching
Considering a simple gas turbine used for electrical power gen-

eration application schematically shown in Fig. 1. The perfor-
mance of the compressor and the turbine are known by their char-
acteristics maps as shown in Figs. 2 and 3. In this gas turbine
engine, the component’s matching should meet the following con-
ditions:

i. The compressor shaft speed equals the turbine shaft speed,

Nc = Nt = N

ii. The gas mass flow through turbine is of the sum the air
mass flow through compressor and the fuel mass flow,

ṁg = ṁa + ṁf

iii. Assuming that the pressure loss in the combustion cham-
ber is a constant small percentage ��cc� of the combustion
chamber inlet pressure,

Po3 = �1 − �cc�Po2

iv. Assuming that the pressure loss in the compressor Inlet is
a constant small percentage ��c� of the atmospheric pres-
sure.

Po4 = �1 − �c�Po2 
 Po1

v. Power flows, also, in balance.

It should be noted that the second condition is subject to modi-
fication in that it is common practice to bleed air from the com-
pressor at various stations to provide cooling air for bearings and
turbine blade cooling. Quiet often it is sufficiently accurate to
assume that the bleed air equals the fuel flow, and therefore, the
mass flow is the same throughout the compressor and the turbine,
i.e., ṁg= ṁa= ṁ.

The steady-state or equilibrium operation of this gas turbine
engine can be achieved by the matching of its compressor and
turbine. Matching the compressor and the turbine can be done by
superimposing the turbine performance map on the compressor
map while meeting the components matching conditions. This
matching procedure is schematically shown in Fig. 1.

Superimposing the turbine performance map on the compressor
map can be achieved by applying Refs. �2–4� or by applying the
new approach of making both map’s axes �the abscissa and the
ordinate� being identical. The main difficulty here is that of tem-
peratures: To1 for the compressor and To3 for the turbine. The
problem was solved by introducing a new dimensionless matching
parameter �ṁN /d2cPo1� as presented in Sec. 2.1.

Table 2 Dimensionless turbine parameters

Fig. 3 Turbine Characteristics „Map…
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2.1 The Compressor. The abscissa of the compressor char-
acteristics, i.e., the mass flow parameter is, ṁa

�CpaTo1 /d2c
2 Po1.

The matching parameter �ṁN /d2cPo1� was obtained by multiply-
ing the mass flow parameter with the dimensionless speed param-
eter d2cN /�CpaTo1 as follows:

� ṁa
�CpaTo1

d2c
2 Po1

	 � � d2cN
�CpaTo1

	 = � ṁN

d2cPo1
	 �16�

The ordinate, i.e., the pressure ratio parameter Po2 / Po1, remains
unchanged. Once these transformations had been made, the com-
pressor characteristics map was plotted again where Po2 / Po1 as
the ordinate and �ṁN /d2cPo1� as the abscissa.

2.2 The Turbine. The abscissa of the turbine characteristics,
i.e., the mass flow parameter is ṁg

�CpgTo3 /d2
2Po3. The matching

parameter �ṁgN /d2cPo4� was obtained by multiplying this param-
eter with the dimensionless speed parameter, turbine pressure ra-
tio, and the ratio of the turbine rotor diameter to compressor im-
peller diameter as follows:

� ṁg
�CpgTo3

d2t
2 Po3

	 � � d2tN
�CpgTo3

	 � �Po3

Po4
	 � � d2t

d2c
	 = � ṁgN

d2cPo4
	
�17�

To satisfy the compressor-turbine matching conditions specified
previously, i.e., ṁg= ṁa= ṁ and Po4
 Po1. Then the matching pa-
rameter of the turbine is equal to the matching parameter of the
compressor, i.e.,

ṁgN

d2cPo4
=

ṁaN

d2cPo1

For the turbine pressure ratio parameter, the ordinate axis of the
turbine characteristics map �P03/ P04� for matching is developed
into

�Po3

Po4
	 � � 1

1 − �cc
	 � �Po4

Po1
	 = �Po2

Po1
	 �13��

Note that Po3= �1−�cc�Po2 and Po4
 Po1.
Once these transformations had been made, the turbine charac-

teristics map was plotted again in terms of these new parameters
using Eqs. �17� and �18�.

3 Gas Turbine Computer Simulation
A computer program for simulating a gas turbine engine would

basically satisfy matching conditions analytically between the
various components to produce the equilibrium running line. Rep-
resenting this line either in the form of lookup tables or an equa-
tion is known as modeling and solving that equation with the help
of a computer is computer simulation such that all energy and
mass balances, all equations of state of working substances, and
the performance characteristics of all components are satisfied.

Testing of the gas turbine engine is expensive and time consum-
ing. Therefore, simulation can be an economic and fast tool for
predicting its performance. The simulation of the gas turbine en-
gine can be one of the following:

1. simulation at the design stage where no real gas turbine
engine to meet the design specifications yet exists

2. simulation at the application stage where engine is already
constructed

3. simulation at the application stage where the generation of
design data for additional or auxiliary equipment, such as
Lube oil requirements, blow off valve requirements, and
limitations for transformers, etc., are needed

4. simulation for performance extrapolation of existing plant to
meet higher output requirements

This study concentrates on the second purpose. The perfor-
mance of the gas turbine plant at off-design conditions would
always be of interest where the gas turbine simulation program for
this purpose. This simulation may pin-point the cause of operating
problems or shows how the effectiveness of the gas turbine plant
may be improved.

Essentially, transient operation of a gas turbine plant is more
difficult than the steady-state operation of a gas turbine plant. That
field of study was considered to be outside the scope of present
paper.

3.1 Information-Flow Diagrams. For system simulation,
fluid-flow and energy-flow diagrams are standard engineering
tools. An equally useful tool is the information-flow diagram, for
example, a block diagram of a control system is an information-
flow diagram wherein a block signifies that an output can be cal-
culated when the input is known. A centrifugal pump might ap-
pear in a fluid-flow diagram, such as shown in Fig. 5�a�, while in
the information-flow diagram the blocks shown in Fig. 5�b�. These
figures represent functions or expressions that permit calculation
of the outlet pressure for one block and the flow rate for the other.
A block, as in Fig. 5�b�, is called a transition function and may be
an equation or may be tabular data to which interpolation would
be applicable.

Figure 5 shows only one component. To illustrate how these
individual blocks can build the information-flow diagram for a gas
turbine plant, consider the simple gas turbine cycle in Fig. 1
shown earlier. The components in this cycle are the compressor,
the combustion chamber and the turbine.

The information-flow diagram is arranged in Fig. 6 in a manner
that might be used if the net power output Wnet was to be calcu-
lated for the system with a given rate of fuel mass flow rate, i.e.,
heat input at the combustion chamber. Further input information
includes the ambient conditions To1, Po1 and rotational speed N.

The compressor block diagram signifies that when the rota-
tional speed Nc, inlet pressure Po1, inlet temperature To1, and air-
flow rate ṁa are specified, the outlet pressure Po2 and the com-
pressor efficiency �c can be determined from the compressor
characteristics map as shown previously in Fig. 2 furthermore,
power Wc required by the compressor and outlet temperature To2
can be calculated from Eqs. �8� and �9�, respectively.

The combustion chamber block diagram signifies that when the
fuel flow rate ṁf, inlet temperature To2, and inlet pressure Po2 are
specified, the outlet pressure Po3 and the outlet temperature To3
can be calculated from Eqs. �10� and �11�, respectively.

The turbine block diagram signifies that when the rotational
speed Nt, inlet pressure Po3, inlet temperature To3, and gas flow
rate ṁg are specified, the outlet pressure Po4 and the turbine effi-
ciency �t can be determined from the turbine characteristics map
as shown previously in Fig. 3. Furthermore, power Wt delivered
by the turbine and outlet temperature To4 can be calculated from
Eqs. �14� and �15�, respectively.

Sometimes the arrangement of the system permits a direct nu-
merical calculation for the first component of the system using
input information. The output information for this first component
is all that is needed to calculate the output information of the next
component and so on to the final component of the system whose
output is the output information of the system. Such a system

Fig. 5 „a… Centrifugal pump in fluid-flow diagram, and „b… Pos-
sible information-flow blocks representing pump
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simulation consists of sequential calculations.
Before starting the design of the computer program for simula-

tion purposes, it was necessary to identify its main features. Those
features are summarized as follows:

i. The computer simulation should allow the user to simulate
components individually or as a complete plant.

ii. The simulation program should be modeled for the linking
with another program to finally simulate the CPP plant.
The outputs of this computer program should contain the
needed parameters to start simulating the steam power
plant.

iii. The simulation program should be modular so that various
modules may be assembled to represent different gas tur-
bine plant configurations.

iv. The simulation program should be user friendly and writ-
ten in such manner that data can be transferred from one
module to another easily and efficiently.

To produce a running line, analytically, the computer simulation
program will use the components mathematical models and the
components characteristics. That running line will be essential to
compute the various gas turbine performance parameters.

In order to use these maps in a computer program it was nec-
essary to have them in a special form. This form can take one of
the following shapes:

i. deriving an equation to describe the performance of the
component and solving this equation to calculate the per-
formance parameters for any selected point on the perfor-
mance map

ii. storing the compressor characteristics in look-up tables
and then using an interpolation or extrapolation technique

to determine the values of the performance parameters for
any selected point on the performance map

iii. using a neural network technique to teach the computer
the pattern of the compressor characteristics then comput-
ing the performance parameters for any selected point on
the performance map

In the present work, the second option was chosen as it pro-
duced a more reliable estimate of the parameters at any point on
the component characteristics map.

3.2 Representation of Compressor and Turbine Maps in
the Computer Program. The compressor or turbine characteris-
tics in the standard format as shown in Figs. 2 and 3 cannot be
used directly in the computer program; they require some process-
ing to convert the maps into a good numerical representation.
There are many problems and difficulties associated with the nu-
merical representation process.

3.3 Representation of Compressor Maps in the Computer
Program. It is not possible to read the compressor map param-
eters with given speed NDim and pressure ratio Po2 / Po1, as there
might be two values for the mass flow parameter ṁDim at given
pressure ratio �see point A in Fig. 7�.

It is also not possible to determine the efficiency �c from the
compressor map with given speed NDim and mass flow parameter
ṁDim, because at some parts of the compressor map the speed
lines can be vertical. Hence, there might be two values for the
pressure ratio Po2 / Po1 at a single value of mass flow parameter
ṁDim �see point B in Fig. 7�.

Introducing a new coordinates, here called the BETA �	� �4�
lines, was the solution for this problem. This allowed an indepen-
dent map reading using the shape of the parameter lines with the
	 line and speed parameter NDim.

The auxiliary coordinates �	 lines� can be selected arbitrarily
with only two conditions. First, there are no intersections between
the 	 lines within the range of interest, and second, the 	 lines are
equally spaced. The 	 lines will have any numbers of lines with
each line has a parameter number starting from 1. The 	 lines can
be a parabolic lines or straight lines �straight lines are special
parabolic lines�.

Three-dimensional look-up tables �Tables 3–5� were created to
represent the compressor characteristics. These tables represented
the mass flow parameter ṁDim versus rotational speed parameter
NDim, the pressure ratio Po2 / Po1 versus rotational speed parameter
NDim and the compressor efficiency �c versus rotational speed
parameter NDim.

If the values of any parameter with 	 line parameter are speci-
fied, the program searches and picks the other two parameters

Fig. 6 Information flow diagram of a simple gas turbine engine

Fig. 7 Problems with reading compressor maps
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from these look-up tables. The other problem with the numerical
representation of the compressor map is the surge line. One or
both of the following can achieve the solution to this problem:

i. deriving an equation to describe surge line and solving this
equation to check if the points are beyond the surge line

ii. storing the surge line in look-up table and then use an
interpolation or extrapolation technique to check if the
points are beyond the surge line

Either one of the two solutions can be efficient. In this program
the second method was used for maintaining the consistency of
the whole program �Table 6� shows the pressure ratio Po2 / Po1
versus mass flow parameter ṁDim of the surge line.

A linear interpolation technique was used to estimate the pa-
rameters values lying at intermediate points. This method of in-
terpolation is followed in most books of numerical analysis.

3.4 Representation of Turbine Maps in the Computer
Program. As in the compressor case, the 	 lines must be intro-
duced to the turbine maps to solve the problem of converting the

maps into tabulated data. This can be seen clear in Fig. 3, where at
the chocking condition and same speed parameter, more than one
pressure ratio results from the same dimensionless mass flow
parameter.

Three-dimensional look-up tables, as in the compressor case,
have been developed and used to represent the turbine character-
istics. These tables have the same forms as those of the compres-
sor characteristics shown in Table 6. In these tables, linear inter-
polation technique was also used to compute the values lying at
intermediate points.

3.5 Computer Simulation Program. The computer simula-
tion program uses the components models based on either math-
ematical equations or performance characteristics to achieve
matching between the various components in the gas turbine
plant. This matching produces the engine equilibrium running
line. The equilibrium running line can be used to calculate the
different gas turbine performance parameters.

The principal advantages of gas turbine simulation program
would be as follows

1. The computer simulation program can help in investigating
the effects of the components performance characteristics on
the performance of the complete engine. This investigation
can be carried out at the design stage without bearing the
cost of manufacturing and testing an expensive prototype.

2. The conceptual designs of the engine can be studied and the
choice of particular concept can be made to suit the specified
operational requirements.

3. The matching of the components can be explored for the
design, off-design, and transient conditions.

4. The simulation program can serve as a valuable tool for
investigating the performance of the gas turbine at off-
design conditions. This investigation can help in designing
an efficient control system for the gas turbine engine for a
particular application, such as being a part of the combined
power and power �CPP� plant.

The information flow diagram for the simple gas turbine cycle
shown in Fig. 6 was used to create a computer simulation pro-
gram. The flow chart for the program logic is shown in Fig. 8. The
program is also suitable for dealing with the simulation of other
configurations. But for the sake of brevity the flow charts for each
configuration have been omitted.

4 Results and Discussion of Modeling, Matching, and
Simulation

The output of the new methodology presented in this work is
illustrated graphically in Figs. 9 and 10, which show complete
typical performance characteristics of a centrifugal compressor
and complete typical performance characteristics of a radial tur-
bine �3�, respectively.

In order to match the turbine with the compressor, Figs. 9 and
10 have to be reproduced by introducing the matching parameter

Table 3 Mass flow parameter versus rotational speed
parameter

Table 4 Pressure ratio versus rotational speed parameter

Table 5 Compressor efficiency versus rotational speed
parameter

Table 6 Pressure ratio versus mass flow parameter of the
compressor surge line
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�ṁN /d2cPo1�. The transformation is shown in Figs. 11 and 12. For
the compressor it is worth noting that the constant speed lines
were shifted apart, nevertheless the trends stay the same. For the
turbine, the trend of the constant speed lines has changed. The
reason is because the turbine inlet temperature To3 is not constant
along any constant speed line while for the compressor case; the
compressor inlet temperature To1 is constant.

Superimposing Fig. 11 on Fig. 12 produces the complete
matching characteristics of the gas turbine performance as de-
picted in Fig. 13. At any point within the matching range the
following parameters can be computed as given in Table 7.

The turbine inlet temperature To3 lines of 650 and 1400 K were
computed and drawn in Fig. 13. It can be seen that the changes of
constant To3 lines at various pressure ratios are linear and showed

Fig. 8 Computer simulation flowchart

Fig. 9 Complete performance characteristics of a centrifugal
compressor †3‡

Fig. 10 Complete performance characteristics of a radial tur-
bine †3‡

Fig. 11 Transformed performance characteristics of centrifu-
gal compressor

Fig. 12 Transformed performance characteristics of radial
turbine
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divergence at higher values of speed and pressure ratios. The area
between these two lines represents the accepted working range for
the gas turbine engine.

For a power generation driven by a gas turbine engine, let us
consider any running line, for example, a speed of 42,000 rpm.
For clearity, part of this running line enclosed by a rectangular
box in Fig. 13 was enlarged to produce Fig. 14. Based on the
graphical analysis, the above parameters can be calculated within
the specified working range. The output results are given in Tables
8 and 9.

Using the results in Tables 8 and 9, the relationship between
thermal efficiency and specific fuel consumption with the net
power output are drawn in Fig. 15. It shows that the maximum
thermal efficiency of 17.57% is attained, which corresponds to a
net power output of 228 kW and minimum specific fuel consump-
tion of 0.3327 kg/kW.hr.

Note that the low thermal efficiency is due to the fact that this
selected gas turbine engine has a pressure ratio �r� of 4 and tur-
bine inlet temperature �To3� of 1000 K.

Figure 16 shows that the gas mass flow rate is decreasing with
an increasing net power output. At the same time the gas exhaust
temperature is increasing under the same condition. This can be
explained because the turbine is considered a constant volumetric
flow component. Increasing the turbine work output at constant
speed can be achieved by raising the turbine inlet temperature To3.
In order to accommodate the same amount of volumetric mass
flow at this higher To3, the mass flow rate must decrease. Conse-
quently, the gas exhaust temperature increases.

Figure 17 shows the variation of temperatures To2, To3, and To4
with the net power output. It can be seen that the variation of To2
is fairly small because To2 depends on the compressor pressure
ratio and within the working range of the constant speed of
42,000, the pressure ratio variation is small �see Fig. 14�.

Figure 18 shows the relationship between the turbine and com-
pressor torque with net power output of the gas turbine engine at

a constant speed of 42,000 rpm. It can be noted that the variation
of torque and net power output is linear and increases at a constant
rate.

5 Closure
Modeling, matching, and simulation of a gas turbine engine for

power generation has been presented. A computer program for
simulating a gas turbine engine has been developed that can sat-
isfy the necessary matching conditions analytically and, thus,
achieve matching between the various components in order to
produce the equilibrium running line. Representing the data for
this line either in the form of lookup tables or an equation is
known as modeling; solving that equation with the help of a com-
puter is computer simulation. Thus, modeling and simulation to-
gether satisfy all energy and mass balances, all equations of state
of the working fluids, and the performance characteristics of all
components.

Fig. 13 Complete matching characteristics of the gas turbine
performance

Table 7 Gas turbine parameters

Fig. 14 Matching characteristics at running line of 42,000 rpm

Table 8 Calculated parameters within the specified working
range of 42,000 rpm
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The results of component matching, modeling, and simulation
are presented in this paper and lead to the following concluding
remarks:

i. Matching conditions between the compressor and the tur-
bine may be met by superimposing the turbine perfor-
mance characteristics on the compressor performance
characteristics with suitable transformation of the coordi-
nates.

ii. Matching technique can be used to determine the follow-
ing:

• the operating range �envelope� and running line of the
matched components

• the proximity of the operating points to the compressor
surge line

• the maximum operating point at the maximum turbine
inlet temperature �To3�

• most importantly, �from the figures� whether the gas tur-
bine engine is operating in a region of adequate compres-
sor and turbine efficiencies

iii. A computer program has been written for simulating a gas
turbine engine. This program basically satisfies the match-
ing conditions analytically between the various compo-
nents to produce the equilibrium running line. Hence, it
can serve as a very useful tool for simulating gas turbine
engines. The principal advantages of the gas turbine simu-
lation program are summarized as follows:

• The computer simulation program can help in investigat-
ing the effects of the components’ performance charac-
teristics on the performance of the complete engine. This
investigation can be carried out at the design stage with-
out bearing the cost of manufacturing and testing an ex-
pensive prototype.

Table 9 Calculated parameters within the specified working
range of 42,000 rpm

Fig. 15 Variation of thermal efficiency and specific fuel con-
sumption at 42,000 rpm

Fig. 16 Variation of exhaust flow and temperature at
42,000 rpm

Fig. 17 Variation of various temperatures at 42,000 rpm

Fig. 18 Variation of torque values at 42,000 rpm
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• The conceptual designs of the engine can be studied, and
the choice of a particular concept can be made to suit the
specified operational requirements.

• The matching of the components can be explored for the
design, off-design, and transient conditions.

• The simulation program can serve as a valuable tool for
investigating the performance of the gas turbine at off-
design conditions. This investigation can help in design-
ing an efficient control system for the gas turbine engine
of a particular application, including being identical to
the combined power and power �CPP� plant.
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Nomenclature
CP 
 specific heat at constant pressure
CV 
 specific heat at constant volume

� 
 ratio of specific heats
ṁ 
 mass flow rate

w ,W 
 specific work output, work output
P 
 pressure
T 
 temperature
r 
 pressure ratio
� 
 efficiency

LCV 
 lower calorific value
� 
 torque
F 
 fuel-to-air ratio, function
� 
 pressure loss in combustion chamber
d 
 diameter

Subscripts
1,2,3 
 state points in the cycles

gt 
 gas turbine
s 
 isentropic
o 
 stagnation
g 
 gas
a 
 air
c 
 compressor
t 
 turbine

cc 
 combustion chamber

Superscript
· 
 Rate
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Inlet Air Cooling Methods for Gas
Turbine Based Power Plants
Background: Power generation from gas turbines is penalized by a substantial power
output loss with increased ambient temperature. By cooling down the gas turbine intake
air, the power output penalty can be mitigated. Method of Approach: The purpose of this
paper is to review the state of the art in applications for reducing the gas turbine intake
air temperature and examine the merits from integration of the different air-cooling
methods in gas-turbine-based power plants. Three different intake air-cooling, methods
(evaporative cooling, refrigeration cooling, and evaporative cooling of precompressed
air) have been applied in two combined cycle power plants and two gas turbine plants.
The calculations were performed on a yearly basis of operation, taking into account the
time-varying climatic conditions. The economics from integration of the different cooling
systems were calculated and compared. Results: The results have demonstrated that the
highest incremental electricity generation is realized by absorption intake air-cooling. In
terms of the economic performance of the investment, the evaporative cooler has the
lowest total cost of incremental electricity generation and the lowest payback period
(PB). Concerning the cooling method of pre-compressed air, the results show a significant
gain in capacity, but the total cost of incremental electricity generation in this case is the
highest. Conclusions: Because of the much higher capacity gain by an absorption chiller
system, the evaporative cooler and the absorption chiller system may both be selected for
boosting the performance of gas-turbine-based power plants, depending on the prevailing
requirements of the plant operator. �DOI: 10.1115/1.2131888�

Introduction
Gas turbines have gained widespread acceptance in the power

generation, mechanical drive, and gas transmission markets. Their
compactness, high power-to-weight ratio, and ease of installation
have made them a popular prime mover. Improvements in hot
section materials, cooling technologies, and aerodynamics have
allowed increases in firing temperatures. Consequently, thermal
efficiencies are currently very attractive, with simple cycle effi-
ciencies ranging between 32 and 42 % and combined cycle effi-
ciencies reaching the 60% mark. Yet, gas turbine output and effi-
ciency is a strong function of the ambient air temperature.
Depending on the gas turbine type, power output is reduced by a
percentage between 5% and more than 10% of the ISO-rated
power output �15 °C� for every 10 K increase in ambient air tem-
perature. At the same time, the specific heat consumption in-
creases by a percentage between 1.5% and more than 4% �1�. The
highest losses in gas turbine power output usually coincide with
periods of high electricity demand. This poses a significant prob-
lem for turbine operators, especially in the rapidly deregulating
power generation sector where the structure of supply agreements
and the dynamics of an open market mean that power producers
are paid significantly more for power generated during high de-
mand periods. Even if this is not the case, during high-demand
periods power margins may have been exhausted, and in such
cases, augmenting power can have a notable impact on the sys-
tem’s reliability, as well as on the decision for new power plant
installations. By the addition of an air-cooling system at the com-
pressor intake, the inlet air can be conditioned to lower tempera-
tures than ambient, thus improving plant performance at high am-
bient temperatures.

The purpose of this paper is to review the state of the art in
applications for reducing the gas turbine intake air temperature in
gas-turbine-based power plants. Three different cooling, methods

for reducing the intake air temperature are examined: evaporative
cooling, refrigeration cooling, and evaporative cooling of precom-
pressed air. Two combined cycle �CC� power plants and two gas
turbine plants owned and operated by the Public Power Corpora-
tion of Greece �PPC� have been selected as test cases for analysis
of the merits from integration of the different gas turbine intake
air-cooling methods. Following the discussion on the different
cooling methods, the results of the effect of integration of the inlet
air-cooling systems under investigation on the operation of the
selected power plants are presented and discussed. The calcula-
tions are performed on a yearly basis of operation and the time-
varying climatic conditions are taken into account. Finally, the
economics from integration of the different cooling systems are
calculated and compared.

Gas Turbine Intake Air-Cooling Methods
The performance deterioration of gas turbines in terms of

power output and efficiency at high ambient air temperatures, co-
inciding with time periods of high electricity demand, implies that
the integration of an intake air-cooling system could be an impor-
tant consideration to boost the performance of the plant. Two dif-
ferent techniques are mainly available for intake air-cooling in
gas-turbine-based power plants: evaporative cooling and refrigera-
tion cooling. A third innovative approach not yet implemented is
evaporative cooling of precompressed air. Thermal energy storage
systems are not discussed in this paper.

Evaporative Cooling. Evaporative cooling is based on the
evaporation of water in the intake air of the gas turbine. As water
evaporates, the latent heat of evaporation is absorbed from the
surrounding air. As a result, the air is cooled during the process. In
the limiting case, the air leaves the cooler at a saturated state. The
evaporative cooling process is, essentially, identical to the adia-
batic saturation process, since the heat transfer between the air
stream and the surroundings is usually negligible. Therefore, the
evaporative cooling process follows a line of constant enthalpy on
the psychrometric chart.

Traditional evaporative coolers that use media for evaporation

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received July 15, 2004; final manuscript received September 23, 2005. Review con-
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of the water have been widely used in the gas turbine industry
over the years, especially in hot arid areas. In this type of cooler,
water is distributed over media blocks �which are made of fibrous
corrugated material �2�� positioned at the gas turbine intake. The
airflow through the blocks evaporates the water. The effectiveness
of these coolers, which as defined as the ratio of the temperature
difference between inlet and exit of the cooler and the temperature
difference if the air left the cooler at a saturated state, is, typically,
80–85%, meaning that the wet bulb temperature can never be
attained. In addition, the increased pressure loss caused by the
media blocks reduces the power output gain. Water quality re-
quirements, however, can be less stringent than those required for
direct fog-cooling systems.

Direct inlet fogging is a method of cooling where demineral-
ized water is converted into a fog by means of high-pressure
nozzles operating at 70–200 bar. This fog then provides cooling
when it evaporates in the air inlet duct of the gas turbine. This
technique, in contrast to the traditional evaporative coolers, allows
effectiveness close to 100% to be attained. An elaborate discus-
sion on the aspects of direct inlet fogging can be found in Ref. �3�.
A schematic layout of direct inlet fogging for a gas-turbine-based
power plant is shown in Fig. 1.

Evaporative cooling is the most commonly employed system
for inlet air-cooling because of the simplicity of components and
installation and the low equipment cost �4�. Unfortunately, the
gain from the use of an evaporative cooler is limited by the dif-
ference between the dry and wet bulb temperatures, and it is high
for dry ambient conditions, whereas the gain for wet ambient
conditions is low.

In order to further increase power augmentation, additional fog
nozzles can be installed near the compressor intake. The water
droplets evaporate mainly inside the compressor as the air is
heated up during compression. These systems are called high-
fogging or wet-compression systems. About 6% power gain can
be achieved for 1% water mass flow relative to compressor air
mass flow �5�.

Refrigeration Cooling. Refrigeration cooling is used when
cooling below the wet bulb temperature is desired. Both mechani-
cal and absorption refrigeration systems are available for gas tur-
bine intake air-cooling. In a mechanical refrigeration system, the
refrigerant vapor is compressed by means of a centrifugal, screw,
or reciprocating compressor. Centrifugal compressors are typi-
cally used for large systems in excess of 1000 tons and are usually
driven by an electric motor. Mechanical refrigeration has high
auxiliary power consumption for the compressor driver. This is
also a drawback during the peak hours of operation, when elec-
tricity demand reaches its maximum. Against it, absorption chill-
ers exploit thermal energy from the turbine exhaust gases. Absorp-
tion chiller systems typically employ lithium-bromide �Li-Br� and
water, with the Li-Br solution being the absorber and the water
acting as the refrigerant. Such systems can typically produce
chilled water of 6–7 °C. Recent innovative designs are capable of
producing chilled water at temperatures as low as 2 °C �6�. Ab-
sorption systems can be designed to be either single or double
effect. A single-effect system will have a coefficient of perfor-
mance �COP� of 0.7–0.8 and a double-effect unit a COP of 1.2–
1.3, also depending on the quality of the heat source. Part-load

performance of absorption systems is relatively good and effi-
ciency does not drop off at part load as it does with mechanical
refrigeration systems. Absorption systems also have lower operat-
ing and maintenance costs than mechanical refrigeration systems
and very low auxiliary power consumption �7�. The refrigerant
produced by the mechanical or absorption chillers is typically cir-
culated to chilling coils at the gas turbine inlet, which cool down
the intake air to 3–4 K higher than the refrigerant temperature. A
schematic layout of this type of inlet air-cooling system for a
gas-turbine-based power plant is shown in Fig. 2. A more innova-
tive approach is the use of a direct-contact air-cooler, which al-
lows a smaller temperature difference between chilled water and
cooled air �of the order of 1–2 K�, as well as a lower inlet pressure
drop with respect to the chilling coils �6�. A schematic layout of
this type of inlet air-cooling system utilizing an absorption chiller
is shown in Fig. 3.

Evaporative Cooling of Precompressed Air. In this gas tur-
bine inlet air-cooling method, an electrically driven fan is used for
precompression of the inlet air supplied to the compressor of the
gas turbine, resulting in a temperature rise of the intake air. The
precompressed air is then cooled by an evaporative cooler. Evapo-
rative cooling of precompressed air is quite effective because of
the higher potential of evaporative cooling for the hotter precom-
pressed airstream. This method can be applied to compensate for
the reduction in the air mass flow as a consequence of high am-
bient temperatures. This can be achieved by controlling the pres-
sure rise of the fan, so that the air mass flow at the inlet of the
compressor is maintained largely constant, regardless of ambient
conditions. Using this method, the gas turbine can be operated
over a long period of time at its optimum operating point with
regard to power output and efficiency. Also, more heat can be
recovered from the exhaust gases compared to the noncooled case.
This means that, for a cogeneration system, steam production can
be held constant to meet the required process steam demand. The
maximum possible airflow rate is limited by the exhaust condition
for the turbine and flow conditions through the compressor �surge

Fig. 1 Schematic layout of direct inlet fogging of air

Fig. 2 Schematic layout of inlet aircooling with mechanical
chiller and chilling coils

Fig. 3 Schematic layout of inlet airooling with absorption
chiller and direct-contact air-cooler
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limit�. A description of the modeling of this system has been pre-
sented by Nixdorf et al. �8�. A schematic layout of evaporative
cooling of precompressed air is shown in Fig. 4.

Gas-Turbine-Based Power Plant Test Cases
In order to examine the merits from integration of the different

intake air-cooling methods described above for gas-turbine-based
power plants, two combined cycle �CC� power plants and two gas
turbine plants owned and operated by PPC have been selected as
test cases for analysis. Lavrio IV CC power plant, installed close
to Athens, has a gross capacity of 560 MWel and a net efficiency
of 50.8% at ISO conditions and consists of three 119 MWel Eu-
ropean Gas Turbines SA Model BG-9171E gas turbines, three
double-pressure heat recovery steam generators, and one
203 MWel steam turbine. Lavrio V CC will be installed during the
several years and will be a 380-400 MWel single-shaft combined
cycle. The simple cycle gas turbines selected as test cases are one
21.3 MWel ABB GT10 and one 31.5 MWelLM2500+ installed in
the islands of Rhodes and Crete, respectively.

The cycles have been simulated using the thermodynamic cycle
calculation software ENBIPRO �ENergie-BIllanz-PROgram� �9�.
ENBIPRO is a powerful tool for heat and mass balance solving of
complex thermodynamic circuits, calculation of efficiency, and
exergetic and exergoeconomic analysis of power plants. The soft-
ware code models all pieces of equipment that usually appear in
power plant installations for both full-load and part-load operation
and can accurately calculate all thermodynamic properties �tem-
perature, pressure, enthalpy� at each node of the thermodynamic
circuit, power consumption of each component, flue gas compo-
sition, etc. The code has proven its validity by accurately simulat-
ing a large number of power plants and through comparison of the
results with other commercial software �10�. Table 1 presents an
output file concerning power output and efficiency calculations for
Lavrio V.

The effect of ambient temperature variation on the power out-
put and efficiency of each block has been accurately simulated
with ENBIPRO by using the manufacturer data of the blocks that
were provided by PPC. For the case of the Lavrio V CC, which
will be installed during the next several years, manufacturer data
for the 385 MWel GE S109FA single-shaft combined cycle have
been used in the current study. The monthly full-load operating
hours of the power plants have been estimated as shown in Table
2, using operating data provided by PPC. PPC has also provided
mean monthly meteorological data �relative temperature and hu-
midity� from the sites of installation. For the Lavrio combined
cycles, typical meteorological year data with hourly values were
available. Figure 5 presents the mean monthly dry and wet bulb
temperatures for the power plant site in Crete. The relative humid-
ity during the summer months is about 50%. Mean monthly val-
ues in the other plant sites are quite similar.

As has been discussed previously, the integration of three dif-
ferent types of gas turbine intake air-cooling systems has been
examined: evaporative cooling, refrigeration cooling, and evapo-
rative cooling of precompressed air. In the calculations of direct
inlet fogging, 95% effectiveness of the coolers is assumed and the
intake air temperature is calculated from the wet bulb temperature
derived from the values of ambient temperature and correspond-

ing relative humidity and the cooler effectiveness. Power con-
sumption of the pumps utilized by the system has been taken into
account.

Concerning the refrigeration cooling method, both mechanical
and absorption chiller have been studied. In each power plant test
case, the chiller size is selected so that the mean monthly com-
pressor intake air temperature can be maintained at a value of 5 °C
throughout the warmest month of the year. In this way, maximum
additional electricity generation is achieved during the hot sum-
mer months, where electricity demand peaks are observed. The
chiller sizes used in the calculations are summarized in Table 3.
The same chiller size as for the LM 2500+ is required for the
smaller capacity ABB GT 10, since it is a less efficient engine
with approximately the same airflow rate.

Fig. 4 Schematic layout of evaporative cooling of precom-
pressed air

Table 1 Sample ENBIPRO power and efficiency output file

Leistungen der einzelnen Arbeitsmaschinen

Compressor: 0102 −241.113 MW
Gas Turbine: 0105 502.108 MW
Steam Turbine: 0208 59.581 MW
Elec. Drive Pump: 0212 0.000 MW
Elec. Drive Pump: 0602 −0.018 MW
Elec. Drive Pump: 0702 −0.411 MW
Steam Turbine: 0714 50.303 MW
Elec. Drive Pump: 0802 −1.095 MW
Steam Turbine: 0814 28.695 MW

Final Results
Gas-Turbine/Air-Compressor Block(s)
Total available power �Pgt - Pcmp�: 260.995 MW
Compress.-turbine transm. gear losses �99.0%�: −2.610 MW
GT-generator electrical losses �99.0%�: −2.584 MW
Net Elect. power production from Gas Turbine: 255.801 MW
Net efficiency ratio of gas turbine: 37.226%

Steam-Turbine Block(s)
Total Available Power �Pst�: 138.579 MW
Turbine-Generator transm. gear losses �99.0%�: −1.386 MW
ST-Generator electrical losses �99.0%�: −1.372 MW
Net El. Power Production from Steam-Turbine: 135.821 MW
Net Efficiency Ratio of Steam-Turbine: 19.766%

Auxilliary Equipment �pumps, fans, etc.�
Calc. power consumption �without losses�: −1.524 MW
Electromechanical losses �99.0%�: −0.015 MW
Total power consumption �with losses�: −1.539 MW

Complete Installation
Total net electric power production: 390.084 MW
Combusted fuel total heating power: 687.149 MW
Installation net electric efficiency ratio: 56.77%

Table 2 Full-load operating hours of the blaocks

Months

Operating hours

Lavrio IV, V ABB GT10, LM2500+

January 200 0
February 200 0
March 300 0
April 400 0
May 590 0
June 700 700
July 700 700
August 700 700
September 600 700
October 500 0
November 300 0
December 200 0
Total 5390 2800
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The absorption chilling system examined in the current study is
an innovative system consisting of a direct-contact air-cooler and
a specially designed Li-Br absorption chiller, capable of lowering
the intake air temperature to 5 °C. The latter has been analyzed in
detail by Bies et al. �1� and Kakaras et al. �11�, whereas alternative
scenarios of usage of the system for various power plants, repre-
sentative of different countries and different climatic conditions,
have been presented in detail by Kakaras et al. �12�, demonstrat-
ing its potential. This air-cooling system has been successfully
operated within a research and demonstration project �13�.

Variation of the COP of mechanical chillers with cooling load
was calculated on the basis of data found in Ref. �7�, whereas
manufacturer data were available on heat consumption and the
variation of COP versus load for the absorption chillers. In the
combined cycle test cases, where flue gas exit temperature is low,
absorption chillers are operated on steam of appropriate thermo-
dynamic parameters extracted from the steam cycle of the power
plant. In the simple cycle gas turbine test cases, flue gas from the
turbine exhaust produces low-pressure steam in an additional flue
gas heat exchanger, which is then used for the operation of the
absorption chillers. Manufacturer data on the auxiliary consump-
tion of the chillers were also available. The gas turbine inlet pres-
sure drop resulting from the direct contact air-cooler is assumed 4
mbar and from the chilling coils used for the mechanical chillers
as 10 mbar and have been taken into account for the estimation of
the capacity gain from integration of the inlet air-cooling system.

For simulation of the method of evaporative cooling of precom-
pressed air, the required pressure rise from the fan was determined
in dependency to ambient temperature and relative humidity, tar-
geting an air mass flow equal to the mass flow corresponding to an
ambient temperature of 5 °C. The net power has been calculated
by subtracting the power required for air precompression. Figure 6
presents the ambient and gas turbine inlet air temperature and the
inlet air pressure rise, as calculated for the gas turbine power plant
in Crete.

Results From Integration of the Inlet Air-Cooling Sys-
tems in the Power Plants

The operation of the plants with integration of the intake air-
cooling systems under consideration has been evaluated on a
yearly basis of operation, using the mean monthly values of tem-
perature and relative humidity available for the sites of installation
and the monthly full-load operating hours of the power plants, as
depicted in Table 2.

Tables 4–7 present the monthly and annual increase in capacity
from integration of the different cooling systems in the four power
plants under study, whereas Table 8 presents the mean annual
efficiency for different intake air-cooling options. Integration of
evaporative cooling of precompressed air has only been examined
for the simple cycle gas turbines, to keep the size of the required
fans in acceptable limits. In all the examined cases, the absorption
intake air-cooling system demonstrates the highest gain in capac-
ity, as well as an increase in efficiency, except for the Lavrio IV
case, where there is a slight decrease. According to the results, the
gain in capacity when using evaporative cooling of precompressed
air is much higher than simple evaporative cooling. The latter
results in the lowest gain from the three air-cooling methods. Nev-
ertheless, the efficiency penalty in the case of evaporative cooling
of precompressed air is remarkable.

Economic Performance of the Inlet Air-Cooling Systems
From the plant operator’s point of view, an important factor for

deciding which system should be selected for intake air-cooling,

Fig. 5 Monthly dry and wet bulb temperatures for the gas tur-
bine power plant site in Crete

Table 3 Chiller sizes for the test cases

Power plant Design cooling load [MW]

Lavrio IV CC 3�16
Lavrio V CC 25
Rhodes ABB GT 10 3
Crete LM 2500+ 3

Fig. 6 Ambient and gas turbine inlet air temperature and inlet
air pressure rise for the method of evaporative cooling of pre-
compressed air, gas turbine power plant in Crete

Table 4 Capacity gain „in %, with respect to noncooled opera-
tion… from integration of the different intake air-cooling options
in Lavrio IV CC

Month
Evaporative

cooling
Absorption

chiller
Compression

chiller

January 0.89 1.43 0.65
February 0.90 1.19 0.41
March 1.19 2.32 1.56
April 1.71 3.85 3.10
May 2.24 5.52 4.74
June 3.31 7.86 7.08
July 3.97 8.91 8.12
August 3.48 8.84 8.05
September 2.85 7.39 6.61
October 1.63 5.09 4.32
November 1.07 3.22 2.47
December 0.78 1.90 1.15
Mean
annual

2.43
(13,226 kW)

5.91
(32,171 kW)

5.13
(27,953 kW)
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apart from the gain in electricity generation that has been pre-
sented in the previous section, is the economic performance of the
investment. In order to assess the economic performance of the
three gas turbine inlet air-cooling systems under consideration, the
basic economic indicators of the investments, namely, the payback
period �PB� and the total cost of incremental electricity generation

�ICOE� have been calculated. ICOE is calculated by dividing the
difference in total electricity generation costs after and before in-
tegration of the gas turbine inlet air-cooling systems with the in-
cremental electricity generation �MWh� due to integration of the
cooling systems. PB is then obtained from the equation PB
= �Investment/ IEG�POE−ICOE��. The mean fuel price and mean
electricity selling price �POE� have been provided by the plants
operator. The specific costs for each cooling system used in the
calculations are presented in Table 9, as derived from a market
survey.

Table 10 presents the results of the economic assessment of the
integration of the different intake air-cooling systems in the power
plants under investigation in terms of mean annual gain in capac-
ity, total cost of incremental electricity generation and PB of in-
vestment.

In terms of the total cost of incremental electricity generation,
the results demonstrate that the evaporative cooler has the lowest
cost, followed by the absorption chiller. The highest electricity
generation cost arises from integration of the evaporative cooling
system of precompressed air, due to the high-efficiency penalty
related to operation of the air precompressor. The absorption cool-

Table 5 Capacity gain „in percent, with respect to noncooled
operation… from integration of the different intake air-cooling
options in Lavrio V CC

Month
Evaporative

cooling
Absorption

chiller
Compression

chiller

January 0.41 0.26 −0.52
February 0.38 0.12 −0.66
March 0.73 0.83 0.07
April 1.42 2.14 1.39
May 2.28 3.96 3.18
June 4.03 7.07 6.27
July 5.08 8.58 7.78
August 4.56 8.65 7.83
September 3.43 6.46 5.67
October 1.66 3.52 2.75
November 0.84 1.57 0.82
December 0.45 0.54 −0.22
Mean
annual

2.75
(10,297 kW)

4.86
(18,225 kW)

4.08
(15,282 kW)

Table 6 Capacity gain „in percent, with respect to noncooled
operation… from integration of the different intake air-cooling
options in the ABB GT10

Month
Evap.

cooling
Absorption

chiller
Compression

chiller

Evaporative
cooling of

precompressed
air

January - - - -
February - - - -
March - - - -
April - - - -
May - - - -
June 4.30 9.43 5.98 5.10
July 4.91 10.96 7.15 5.84
August 4.45 10.59 6.74 5.41
September 3.08 8.21 4.75 3.94
October - - - -
November - - - -
December - - - -
Mean annual 4.18

(852 kW)
9.80

(1995 kW)
6.15

(1253 kW)
5.07

(1033 kW)

Table 7 Capacity gain „in %, with respect ot noncooled opera-
tion… from integration of the different intake air-cooling meth-
ods in the LM2500+

Month
Evap.

cooling
Absorption

chiller
Compression

chiller

Evaporative
cooling of

precompressed
air

January - - - -
February - - - -
March - - - -
April - - - -
May - - - -
June 7.52 16.94 13.74 13.49
July 8.72 19.35 15.94 15.14
August 7.89 18.67 15.22 14.42
September 5.35 14.72 11.53 11.34
October - - - -
November - - - -
December - - - -
Mean annual 7.37

(2088 kW)
17.42

(4939 kW)
14.11

(3999 kW)
13.60

(3855 kW)

Table 8 Mean annual efficiency resulting from integration of
the different intake air-cooling methods

Lavrio IV Lavrio V ABB GT10 LM-2500+

Without cooling 49.70 55.82 32.49 36.62
Evaporative cooling 49.67 56.14 33.03 37.23
Absorption chiller 49.46 55.97 33.26 37.73
Compression chiller 48.88 55.26 32.43 36.99
Evaporative cooling
of precompressed air 31.65 32.05

Table 9 Specific costs for each cooling method in € „euro… per
kilowatt cooling load „respectively, kilograms per second air
mass flow for the fan…

Cooling method Specific costs

Evaporative cooling 60 �€ /kWC�
Compression chiller 75 �€ /kWC�
Absorption chiller 250 �€ /kWC�

Fan for air precompression 4500 �€ /kg/s�

Table 10 Economics of the integration of the intake air-
cooling systems in Chania CCPP „mean electricity selling price
=88 euro/MWh…

Cooling system

Capacity
gain

�KW�
ICOE

�Euros/MWh� PB �Years�

Lavrio IV evaporative cooling 13,226 35.76 0.2
Lavrio IV absorption chiller 32,171 37.92 1.4
Lavrio IV compression chiller 27,953 46.96 0.6
Lavrio V evaporative cooling 10,297 24.39 0.1
Lavrio V absorption chiller 18,225 29.20 1.1
Lavrio V compression chiller 15,282 39.03 0.5
ABB GT10 evaporative cooling 852 58.92 0.5
ABB GT10 absorption chiller 1995 74.06 9.6
ABB GT10 compression chiller 1253 103.05 -
ABB GT10 evaporative cooling
of precompressed air 1033 155.08

-

LM-2500+ evaporative cooling 2088 67.62 0.3
LM-2500+ absorption chiller 4939 71.01 3.2
LM-2500+ compression chiller 3999 81.58 3.1
LM-2500+ evaporative cooling
of precompressed air 3855 194.43

-
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ing system presents the highest capacity gain, but also the highest
investment costs and, thus, PBs are much higher than evaporative
systems and mechanical chillers.

In deciding among the alternative options for gas turbine intake
air-cooling, both the economics of the investment and the capacity
gain have to be considered from the plant operator. In the above-
presented results, evaporative cooling is better in terms of total
cost of incremental electricity generation and PB. If economics
were the only consideration, the evaporative cooler would be the
selected option. Yet, the absorption chiller system yields more
than double the gain in mean annual capacity. This is an important
parameter for a power producer in countries like Greece, since the
summer period is when the electricity peak demand occurs and the
additional capacity boost is strongly needed. It should also be
mentioned here that all calculations have been conducted assum-
ing that the electricity tariff is uniform throughout the year, as is
currently the case in Greece. If the electricity tariff were higher
for peak-demand periods, as may be the case in the future, the
economics of the investment could prove more favorable for the
absorption chiller. It can, therefore, be concluded that selection
between the evaporative cooler and the absorption chiller system
for boosting the performance of gas-turbine-based power plants
merits close attention.

Conclusions
In the current study, three different cooling methods for reduc-

ing the intake air temperature in gas-turbine-based power plants
have been examined: evaporative cooling, refrigeration cooling,
and evaporative cooling of precompressed air. Two combined
cycle power plants and two gas turbine plants owned and operated
by the Public Power Corporation of Greece �PPC� have been se-
lected as test cases for analysis of the merits from integration of
the different gas turbine intake air-cooling methods. Following the
discussion on the different cooling methods, the results of the
effect of integration of the inlet air-cooling systems under inves-
tigation on the operation of the selected power plants were pre-
sented and discussed. The calculations were performed on a
yearly basis of operation and the time-varying climatic conditions
were taken into account. Finally, the economics from integration
of the different cooling systems were calculated and compared.

The results have demonstrated that the highest incremental
electricity generation is realised by absorption intake air-cooling.
In terms of the economic performance of the investment, the
evaporative cooler has the lowest total cost of incremental elec-
tricity generation and the lowest PB. Concerning the cooling
method of precompressed air, the results show a significant gain in
capacity, but the total cost of incremental electricity generation in
this case is the highest. Because of the much higher capacity gain
by an absorption chiller system, the evaporative cooler and the
absorption chiller system may both be selected for boosting the
performance of gas-turbine-based power plants, depending on the
prevailing requirements of the plant operator.
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Nomenclature
CC � combined cycle

COP � coefficient of performance
ICOE � total cost of incremental electricity generation

IEG � Incremental Electricity Generation
Li-Br � lithium-bromide

PB � Payback period
POE � Mean electricity selling price
PPC � Public Power Corporation of Greece

Tambient � ambient air temperature
Tcooled � gas turbine inlet air temperature
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Gas Turbine Engine Durability
Impacts of High Fuel-Air Ratio
Combustors: Near Wall Reaction
Effects on Film-Cooled
Backward-Facing Step Heat
Transfer
As commercial and military aircraft engines approach higher total temperatures and
increasing overall fuel-to-air ratios, the potential for significant chemical reactions to
occur downstream of the combustor is increased. This may take place when partially
reacted species leave the combustor and encounter film-cooled surfaces. One common
feature on turbine endwalls is a step between various engine components and seals. Such
step features produce recirculating flows which when in the vicinity of film-cooled sur-
faces may lead to particularly severe reaction zones due to long fluid residence times. The
objective of this paper is to study and quantify the surface heat transfer implications of
such reacting regions. A shock tube experiment was employed to generate short duration,
high temperature (1000–2800 K) and pressure (6 atm) flows over a film-cooled
backward-facing step. The test article contained two sets of 35 deg film cooling holes
located downstream of a step. The film-cooling holes could be supplied with different
gases, one side using air and the other nitrogen allowing for simultaneous testing of
reacting and inert cooling gases. A mixture of ethylene and argon provided a fuel-rich
free stream that reacted with the air film resulting in near wall reactions. The relative
increase in surface heat flux due to near wall reactions was investigated over a range of
fuel levels, momentum blowing ratios (0.5–2.0), and Damköhler numbers (ratio of char-
acteristic flow time to chemical time) from near zero to 30. The experimental results show
that for conditions relevant for future engine technology, adiabatic flame temperatures
can be approached along the wall downstream of the step leading to potentially signifi-
cant increases in surface heat flux. A computational study was also performed to inves-
tigate the effects of cooling-jet blowing ratio on chemical reactions behind the film-
cooled step. The blowing ratio was found to be an important parameter governing the
flow structure behind the backward-facing step, and controlling the characteristics of
chemical-reactions by altering the local equivalence ratio. �DOI: 10.1115/1.2056532�

1 Introduction

As specific thrust requirements of aircraft engines increase,
higher turbine inlet temperatures will be employed. Higher fuel-
air ratios, therefore, will be needed to meet future aircraft perfor-
mance requirements. This leads to the potential for residual fuel
present in the freestream to react with turbine film-cooling flows.
These reactions would be promoted by the long fluid residence
times that characterize the recirculation region behind backward-
facing steps, such as the lip of a turbine endwall. This high fuel-
air ratio phenomenon can be divided into three phases:

1. exhaust of energetic species from the combustor
2. migration of the energetic species downstream into the tur-

bine
3. mixing of the energetic species with turbine film-cooling

flows

Phase One: Species Exhaust. Increasing fuel-air ratios can
lead to energetic species exiting the combustor as shown by
Lukachko et al. �1�. Both incomplete mixing and insufficient time
to complete reactions can lead to the exhaust of low-molecular-
weight hydrocarbon species. The higher temperatures associated
with high fuel-air ratios promote the production of reactive disso-
ciation products, such as CO and OH �even under conditions of
thermodynamic equilibrium and complete mixing�. All of these
reactive species are potential by-products of high-fuel-air-ratio
combustion and fuel for possible downstream reactions.

Phase Two: Downstream Migration. After leaving the com-
bustor, the reactive species migrate through the turbine where they
may continue to mix with leaner regions also present in the free
stream. As the reactive species and oxidizer mix, chemical reac-
tions are initiated. Lukachko et al. �1� found the characteristic
width of the reactive species streak to be an important parameter
governing the degree to which chemical reactions are completed
during the migration from the combustor through the turbine. Re-
active streaks exiting the combustor with widths greater than 10–
20% of the radial passage height are large enough to prevent full
mixing and reaction before the streak reaches film-cooled surfaces
in the turbine.

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2003; final manuscript received March 1, 2004. IGTI Review
Chair: A. J. Strazisar. Paper presented at the International Gas Turbine and
Aeroengine Congress and Exhibition, Vienna, Austria, June 13–17, 2004, Paper No.
2004-GT-53259.
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Phase Three: Near-Wall Mixing. As reactive streaks pass
through the turbine, mixing between the fuel-rich streaks and
oxidizer-rich turbine film-cooling flows can occur. Given the right
turbine fluid dynamic and thermodynamic conditions, the time
required for chemical reactions to complete may be less than the
time during which the fuel and oxidizer streaks are in contact.
Thus, the possibility of near-wall chemical reactions arises leading
to elevated heat flux to turbine components.

High free-stream pressure and temperature increase the chemi-
cal reaction rate and, therefore, reduce the characteristic chemical
reaction time, increasing the potential for reactions. If the length
of time during which the fuel and oxidizer streaks are in contact is
extended, then chemical reactions are also promoted. The recircu-
lation zone behind a backward-facing step is characterized by
long fluid residence times. These long fluid residence times pro-
vide an increased contact time for any fuel and oxidizer streaks
that enter the recirculation zone. Thus, a backward-facing step can
promote chemical reactions.

2 Backward Facing Step Overview
Figure 1 shows a typical backward-facing step geometry. The

two flow regions of greatest interest for assessing the potential for
reaction are the mixing layer and the recirculation zone. Basic
details of the flow structure and heat transfer characteristics be-
hind the backward facing step are presented in the following sub-
sections. More details on the flow structure associated with a
backward facing step can be found in Ref. �2–4�.

The Reynolds analogy does not hold in the recirculation region
of backward-facing step flow �5�. Therefore, experiments or com-
putational simulations are required to determine convective heat
transfer coefficients downstream of backward-facing steps. Re-
search such as that of Vogel and Eaton �4� shows that the convec-
tive heat transfer coefficient increases with downstream distance
from the step face until a maximum is reached at the reattachment
point—the point at which the separated free-stream flow reat-
taches to the wall downstream of the step face. This value is
typically on the order of 1.2 times the convection coefficient just
upstream of the step face �5�.

2.1 Film-Cooled Backward-Facing Step Flow Structures.
Reference �6� discusses the flow structures behind a film-cooled
backward-facing step. If the momentum blowing ratio I is suffi-
ciently small, then the cooling jet does not have enough momen-
tum to alter the structure of the recirculation zone. As I increases,
the cooling jet has enough momentum to alter the recirculating
flow, but does not have sufficient momentum to pass through the
shear layer that forms the border between the recirculation zone
and the free stream. If I is increased even further, then the cooling
jet has sufficient momentum to pass through both the recirculating
fluid near the wall and the shear layer.

As shown by Harinaldi et al. �7�, the influence of a cooling jet
on the structure of the recirculation zone not only depends on the
momentum blowing ratio, but also on the distance from the step

face to the cooling hole. As discussed in Sec. 2.2, this distance is
captured in the normalized cooling distance parameter.

2.2 Governing Nondimensional Parameters and Data
Scaling. A set of nondimensional parameters that govern reacting
film-cooled backward-facing step flow has been formulated. A
complete parameter set is derived by superposition of three sets of
backward-facing step governing flow parameters. The first set,
developed by Adams et al. �2�, governs uncooled, nonreacting
backward-facing step flow. Coolant injection effects are accounted
for by adding a second set of parameters proposed by Harinaldi
et al. �7�. Finally, effects because of near-wall reactions are cap-
tured through the nondimensional parameters developed by Kirk
et al. �8� for reacting film-cooled flows. Table 1 summarizes the
important nondimensional parameters used in this paper to per-
form the step-reacting flow studies. More details on these param-
eters may be found in Refs. �1,6,8�. Discussed below are the pa-
rameters that are unique to this investigation and not commonly
found in the literature concerning backward-facing step fluid me-
chanics and heat transfer.

2.2.1 Film-Cooled Reacting Flat Plate Parameters. Kirk et al.
�8� proposed a set of nondimensional parameters that govern re-
acting film-cooled flat-plate heat transfer. These parameters are
summarized below:

Fig. 1 Backward-facing step geometry

Table 1 Governing Nondimensional Parameters For Step Re-
acting Flow Study

ReH =
�u�H

�
step height Reynolds number �1�

ER =
W2

W1
expansion ratio �2�

�H
* =

�

H
normalized boundary layer thickness �3�

I =
�cuc

2

��u�
2 momentum blowing ratio �4�

D* =
H

D
normalized step height �5�

Lc
* =

H

Lc
normalized cooling distance �6�

Qs =
qhot − qcold

qmax − qcold
scaled heat flux �7�

Da =
�flow

�chem
Damköhler number �8�

H* =
�H

H�

heat-release potential �9�

B =
�cuc

��u�

mass blowing ratio �10�
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Scaled heat flux Qs. This dimensionless parameter measures the
augmentation in wall heat flux due to chemical reactions. The
scaled heat flux Qs can range from 0% �if qhot=qcold and no reac-
tions occur�, to 100% �if qhot=qmax�, and the reactions proceed
until the adiabatic flame temperature is achieved. The scaled heat
flux is a function of other dimensionless parameters, including
mass blowing ratio, heat release potential, and Damköhler num-
ber.

Damköhler number. The Damköhler number Da compares the
characteristic flow time to the characteristic chemical time and
can be written as

Da =
�flow

�chem
=

L/u�

�chem
=

Xr/M��RT�

�chem
�11�

If this ratio is larger than unity, then there is enough time to permit
chemical reactions. When Da is less than unity, chemical reactions
will not have enough time to complete. For this study the charac-
teristic length scale is selected to be the step reattachment
distance—typically 6–8 step heights downstream of the step face
for backward-facing step flow.

Heat-release potential. The energy content of the free-stream
flow is measured by the heat-release potential H*:

H* =
�H

Ht�
�

Tad − Tt�

Tt�
�12�

Thus, H* is the ratio of the potential increase in enthalpy of the
free stream due to reaction relative to the free-stream enthalpy. If
Cp is constant, then H* can be approximately expressed as the
ratio of the maximum total temperature change to the free-stream
total temperature. The maximum temperature change due to
chemical reaction occurs when the reaction proceeds until the
adiabatic flame temperature is achieved. More details on the for-
mulation and application of the non-dimensional heat release po-
tential can be found in Ref. �1,6,8�.

3 Transient Shock Tube Testing and Experimental Ap-
paratus

To simulate conditions in which near wall reactions may occur
a simplified experiment was devised and implemented. The pur-
pose of this section is to discuss the experimental apparatus, rel-
evant time scales, and data acquisition.

3.1 Shock Tube Experiment and Facility Overview. The
shock tube provides a flexible, cost-effective facility for exploring
a wide range of flow-chemistry interactions at the high tempera-
tures associated with modern combustors and turbines. Sufficient
time must be allowed for a quasi-steady flow to develop over the
film-cooled flat plate so that relevant heat flux measurements may
be obtained. However, the short run times are advantageous be-
cause the test specimen is exposed to high-temperature flow for
only a fraction of a second. The gas composition and test gas
pressure are regulated to yield different free-stream stagnation
temperatures and pressures. Similar transient techniques have
been used to make non-reactive heat transfer measurements �9�
and reactive measurements over a film-cooled flat plate �8�.

The shock tube used in this experiment consists of a 7.3 m
driven section and 8.4 m driver, as shown in Fig. 2, both con-
structed from 30 cm dia stainless-steel pipe. Free-stream pressure

was measured by four pressure transducers located in the driven
section, which were also used to measure shock speed and infer
total temperature. Argon was used as the test gas because of its
high specific heat ratio, allowing for test temperatures up to 2800
K. Furthermore, it is inert and will not react with the seeded fuel.
Additional details concerning shock tubes and the MIT shock tube
facility are found in Ref. �10�.

Figure 3 shows the top and side views of the test section at-
tached to the driven end of the shock tube. A shock wave, gener-
ated upstream where the driver and driven sections meet, travels
down the driven section producing a high-enthalpy test gas. When
it reaches the end of the driven tube, it ruptures a secondary dia-
phragm initiating flow over the test article. The area of the conic
nozzle downstream of the test article is selected to achieve a de-
sired free-stream Mach number.

3.2 Test Time Considerations. Calculations were performed
to ensure that there would be ample time for the starting of flow
through the test section and sufficient boundary-layer develop-
ment over the plate during the test. Table 1 summarizes the dura-
tion of the test, flow speed, and flow time over the range of tem-
peratures studied. Furthermore, it was shown that there is
sufficient time for the boundary layer to reach a quasi-steady state
�10,11�.

A primary objective of the experiments was to probe a range of
Damköhler numbers, as defined above, representative of condi-
tions in current and future gas turbine technology. Ethylene, C2H4,
was chosen as the fuel because of its relatively short ignition time
and ability to satisfy the shock-matching condition �10�.

Chemical ignition times for ethylene were estimated over the
range of temperatures used in the experiment. Table 2 presents the
time to 95% completion, which was taken as ten times the chemi-
cal ignition time �1�. Examining the ratio of the flow to chemical
time indicates that the chemical times are much shorter than the
available test time. Although the shock tunnel tests are short in
duration, they are sufficiently long for full heat release of the fuel
to take place.

Using the definitions in Eq. �8� and ethylene as the fuel,
Damköhler numbers that range from 0 to 30 can be examined
using the facility. In the experiment the Damköhler number was
controlled through changing the freestream temperature. �In the

Fig. 2 Shock tube on linear rollers

Fig. 3 Test section with flat-plate test article

Table 2 Test time-scale summary, ethylene fuel, �=1.0, P
=6 atm

T�K� �test uflow �flow C2H4�chem95 Da �ms�

1000 40 176 0.14 30 0.005
1900 22 243 0.11 0.08 1.4
2800 8 295 0.086 3e-3 28.7
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numerator, T� sets the free-stream velocity since the test section
Mach number is fixed at 0.3. In the denominator, for constant
pressure and �=1.0, the chemical time is only a function of
temperature.�

The range of nondimensional fuel enthalpy H* studied in this
investigation was 0.005–0.80. In the experiments the value of H*

increased with decreasing Damköhler number because the fuel
mass fraction of the free stream was kept constant for each case.
The results of the reacting flow tests will be shown in Sec. 4.3.

3.3 Test Article Description. Test articles were designed to
withstand the temperature and pressure conditions inside the test
section of the shock tunnel, to replicate film-cooling flow condi-
tions, and to allow high-frequency heat flux measurements. Figure
4 shows the test plate used in the reacting film-cooling experi-
ments. The plate is 7.62	25.4 cm with a leading-edge angle of
25 deg. The leading edge of the test plate was made of aluminum.
The surface of the flat plate was covered with a 0.254 cm thick
sheet of MACOR; the low thermal conductivity of MACOR fa-
cilitated surface heat flux measurements. A spanwise row of eight
0.254 cm dia cooling jets are located at a distance of 5.59 cm from
the plate leading edge. The center-to-center cooling hole spacing
is 0.762 cm. The cooling jets, inclined at an angle of 35 deg, are
grouped into two sets of four, with the plate’s line of symmetry
dividing the two groups. Different gases can be supplied to each
group allowing for simultaneous testing of reacting and inert cool-
ing gases. High-frequency temperature gages located behind the
cooling holes enable rapid sampling of the plate surface
temperature.

An existing film-cooled flat plate was modified by attaching a
step piece to the leading edge as shown in Fig. 4. The step height
is 1.02 cm, and the distance from the step face to the center of the
cooling holes is 0.51 cm. These values corresponded to Lc

*=2 and
D*=4.

Capturing temperature measurements during the short duration
tests required the use of high-frequency response instrumentation.
Platinum RTD gages were used in conjunction with an ADTEK
MMADCAP data acquisition system to provide plate surface mea-
surements. The gages are made of 0.32 cm MACOR cylinders
with a platinum resistance element painted on the tip of the cyl-
inder. The thickness of the resistance element is small enough so
that the gage provides negligible conduction heat transfer resis-
tance. Therefore, the gage temperature directly indicates the plate
surface temperature. Using the ACQ processing method described
in Ref. �6� and in more detail by Vidal �12�, the temperature
versus time profile can be integrated to determine surface heat flux
if the material properties of the surface are known. The sampling
rate was 100 kHz.

3.4 Experimental Uncertainty. The two largest sources of
uncertainty in the reacting step experiments are the free-stream
temperature T�, and the convective heat transfer coefficient h.
Uncertainty in h only affects the calculation of scaled heat flux,
but uncertainty in the free-stream temperature propagates through

the calculation of quantities, such as Da and ReH. The free-stream
temperature is known to within 10% using ideal shock theory for
each measured shock speed, as detailed by Kirk et al. �8�. The
convection coefficient is taken from �5� with an estimated uncer-
tainty of 10% due to the presence of a film-cooling jet. Other
sources of uncertainty are the location of the reattachment point
and the value of measured heat flux. The latter, as Kirk et al. �8�
suggests, is known to within 2%. The former is located at the
point of highest heat flux �4� and is known to within half the
distances between consecutive heat-flux gages. These errors are
shown using 95% confidence intervals on the figures that include
experimentally derived quantities.

4 Test Description and Experimental Results
This section presents the experimental results obtained from the

backward-facing step experiments for cases with and without
blowing, as well as with and without reaction taking place.

4.1 Backward-Facing Step Validation Tests. A series of
tests were performed using the flat plate with blowing and no step
to qualify the facility and the experiment. These results are de-
tailed in Ref. �8�. Figure 5 shows a sample of the influence of
local reaction on measured surface heat flux on the flat plate with
B=1.0, H*=0.18, and Da=20.

Examining Fig. 5, differences of up to 25% exist between the
reactive and nonreactive sides downstream of the film-cooling
holes, whereas the agreement between measured heat flux on the
upstream gages is within several percent. The plot indicates the
influence of the reaction extends downstream to the last gage lo-
cation at x /D=25. The solid line shows the empirical turbulent
boundary layer correlation, which is given below �11�.

q = h�T� − Tw� = �CpStM��RT��T� − Tw� �13�
The agreement of the nitrogen �inert� cooled side to the literature
�13� predicted decrease in surface heat flux, which is shown by the
dash lined is within 15%. To ensure that this behavior is attribut-
able to local reactions, the gas injection sides were switched and
the experiment repeated with similar results.

Next a series of tests was conducted using the step geometry
with no blowing to assess how well the heat-flux measurements
would match data available in the literature. These results are
shown in Fig. 6.

Figure 6 shows a plot of Stanton number, normalized by the
maximum Stanton number value measured downstream of the
step face, versus nondimensional reattachment distance X*. Note
that the streamwise distance and reattachment distance used in
calculating X* are measured from the step face. The data measured
from the shock tunnel runs are compared to the experiment of
Vogel and Eaton �4�. As seen in the Fig. 6, the shock tunnel data
matches Vogel and Eaton’s measurements closely in both magni-
tude and trend.

Fig. 4 Side view of step model

Fig. 5 Augmented flat-plate heat flux due to local reaction, B
=1.0, H*=0.18, Da=20
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4.2 Step Tests With Blowing. Figure 7 shows the down-
stream Stanton number profile behind a film-cooled backward-
facing step with various blowing ratios. The nondimensional dis-
tance X /D is measured relative to the cooling hole location. The
heat flux profiles of the B=0.5 and B=0.0 cases are similar in
trend and magnitude. For B=2.0, however, the Stanton number is
relatively constant after reaching a peak around 10 X /D.

4.3 Summary of Reacting Flow Results. Figure 8 shows the
dimensional heat flux measurements for Da=10, B=0.5, H*

=0.3 for both the flat plate and D*=4, Lc
*=2 step. This figure

shows a 17% increase in heat flux was measured at a downstream
location of 10 cooling hole diameters. Because the nonreacting
step heat flux is considerably higher than the flat plate heat flux
for the same nondimensional conditions, the 17% heat flux in-
crease due to chemical reactions could pose a greater problem for
turbine end-wall durability. Note however, the percentage differ-
ences due to reaction shown in Fig. 8 cannot be directly applied to
a turbine situation because of the very different temperatures and
pressures �in particular the cold wall� used in the experiments. To

assess the impact in a turbine environment it is necessary to begin
with the scaled heat flux Qs and apply it for the specific conditions
encountered as shown in Ref. �8�.

Figure 9 shows the downstream scaled heat flux profile for
Da=10 and H*=0.3 for B=0.5 and 2.0. A more rapid increase is
seen for B=0.5, but a higher peak value is achieved for B=2.0.
Here it can be seen that heat fluxes approaching those associated
with the adiabatic flame temperature �Qs=100% � occur at 5–15
dia downstream of the step.

The downstream profile of the maximum scaled heat flux is
shown in Fig. 10 for B=0.5 and Da=10. Different values of heat
release potential, ranging from 0.24 to 0.32, are shown in Fig. 10.
The heat flux shown is the maximum value for each gage location
measured during the steady-state test window. Kirk �8� found that
scaled heat flux is nearly independent of heat release potential for
a reacting film-cooled flat plate. Figure 10 shows that this is not
the case for reacting film-cooled backward-facing steps.

The trends for the different H* values are similar: a rapid rise in
scaled heat flux followed by a relatively constant region, and then
a decrease as mixing with the free stream reduces the temperature.
This behavior is similar to the scaled heat flux trend observed for
a lifted jet on a flat plate, �8�.

The variation of scaled heat flux with Damköhler number is
shown in Fig. 11. Both step and flat plate data are presented for
H*=0.24−0.87. The flat plate data show the expected trend of H*

independence, and the attached blowing ratio results in higher Qs
as discussed in Ref. �8�. Relative to the film-cooled flat plate at
similar conditions, the step geometry promotes relatively higher
heat flux at realtively lower Da.

5 Numerical Simulations
The trends in the experimental data are more complex than

those for the film-cooled flat plate consistent with the larger num-
ber of important nondimensional parameters. The objective of the

Fig. 6 Nondimensional backward-facing step heat-flux com-
parison, no blowing „B=0…

Fig. 7 Comparison of step results with and without blowing

Fig. 8 Comparison between reacting flow tests for a flat plate
and step at B=0.5 and H*=0.3

Fig. 9 Comparison of step reaction experiments at H*=0.3 at
B=0.5 and B=2.0

Fig. 10 Comparison of step reaction experiments at B
=0.5, H*=0.24, 0.28, and 0.32
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numerical simulations presented here was to provide a means to
visualize the general behavior of a film-cooled backward-facing
step reacting flow field to enable the experimental results to be
explained. This included assessing differences in the behavior for
different blowing ratios, Damköhler numbers, and free-stream fuel
levels.

A commercially available solver, FLUENT, was used to model
the flow field. A tetrahedral grid was created for a single 35 deg
film-cooling hole located 0.5 H downstream of a backward-facing
step. The cooling hole diameter was fixed at 0.25 H. The grid
domain extended 10 H upstream of the step face and 30 H down-
stream of the step face. The simulation was performed using a
second-order discretization scheme. Turbulence away from the
walls was modeled using the “Realizable” k−
 equations, which
have been found to better predict flows with strong adverse pres-
sure gradients and separation than the standard k−
 equations
�14�. Near the wall, FLUENT’s standard wall function model was
implemented which encompasses law of the wall scaling and near-
wall turbulence modeling �8�. Convergence was determined based
on overall mass and energy imbalance within the domain of
�0.01%.

A simple one-step irreversible reaction model was employed to
model the chemistry as summarized in �8�

a + 1
2b → c + heat �14�

�chem �
�fuel�o

Ae
− Ea

RuTo
�fuel�a�O2�b

�15�

The free-stream flow was nitrogen seeded with hydrogen a, and
the cooling flow was oxygen b. The Da number sweep was per-
formed through varying the preexponential factor A.

5.1 Numerical Results. Figure 12�a� shows the total tem-
perature contours for the respective nondimensional parameters
specified with adiabatic wall thermal boundary conditions. The
primary view in each subfigure shows the symmetry plane passing
through z /D=0, and the top view in each subfigure is a cross
section of the upstream and downstream walls. In each case, the
free-stream temperature was 1200 K, the coolant temperature was
300 K, and the free-stream velocity was 100 m/s.

The effects of changing the blowing ratio are demonstrated in
Fig. 12. For B=0.1, reactions are concentrated near the step face,
resulting in significant temperature rise within the recirculation
region and near the wall. As B increases, reactions within the
recirculation zone are suppressed and moved into the mixing
layer. In the highest blowing ratio simulated, the cooling jet pen-
etrated the mixing layer to provide a flow blockage resulting in
the entrainment of some free-stream flow in the region between
the cooling jet and step face. This entrained free-stream flow,
which is seeded with fuel, mixes with flow entrained from the
cooling jet and reacts, resulting in the total temperature increase
seen in Fig. 12�e�.

Figure 13 shows the local equivalence ratio for the same fuel
level and wall thermal boundary conditions as in Fig. 12, H*

=0.3 and an adiabatic wall, respectively �the cooling hole is dis-
played in light shading for scale reference�. In Fig. 13, however,
the Damköhler number was lowered to a value of zero thereby
removing the chemical reactions. Figure 13 shows that as the
blowing ratio increases the local equivalence ratio within the re-
circulation zone becomes leaner. The equivalence ratio drops to
zero as the blowing ratio increases making the recirculation zone
too lean to sustain combustion. The region of near-unity equiva-
lence ratio shifts to the mixing layer as B increases. This is con-
sistent with the shift of the reacting region to the mixing layer as
blowing ratio increases as noted in Fig. 12.

As the blowing ratio increases, the coolant injection velocity

Fig. 11 Step Qs versus Da, step versus Flat Plate

Fig. 12 „a… Temperature contours B=0.1, I=0.002, H*=0.3, Da
=12, adiabatic wall, „b… Temperature contours B=0.5, I
=0.055, H*=0.3, Da=12, adiabatic wall; „c… Temperature con-
tours B=2.0, I=0.875, H*=0.3, Da=12, adiabatic wall; „d… Tem-
perature contours B=4.0, I=3.50, H*=0.3, Da=12, adiabatic
wall; and „e… Temperature contours B=10.0, I=21.9, H*

=0.3, Da=12, adiabatic wall
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increases given the same coolant at the same thermodynamic
state. This increases the effective downstream velocity at the edge
of the recirculation zone that borders the mixing layer. As detailed
in Ref. �6�, this reduces the effective normal velocity across the
shear layer by reducing the streamwise velocity difference be-
tween the higher-temperature free-stream flow and the lower-
temperature recirculation zone flow. Because turbulent mixing is
proportional to the effective normal velocity across the shear
layer, mixing from the free stream to the recirculation zone de-
creases with increasing blowing ratio. This reduces the average
temperature and fuel content of the flow entrained into the recir-
culation zone at the reattachment point.

The qualitative trends shown in the numerical simulations are
consistent with the trends in blowing ratio seen in Fig. 9 for the
experimental data. Further work is ongoing to pursue more quan-
titative comparisons and to assess other parametric dependencies.
The simulations also suggest that, for blowing ratios of 4 or
greater, it is possible to mitigate and delay the impacts of local
reactions on surface heat transfer by moving the reactions to the
shear layer and downstream.

Summary and Conclusions
As the equivalence ratios within modern combustors increase,

the potential for reactive species to interact at film-cooled loca-
tions must be taken into account during the design of gas turbine
engines. This paper presented experimental measurements and nu-

merical simulations to explore the impacts that secondary reac-
tions have on a film-cooled, backward-facing step. In summary:

• Under certain operating conditions, augmentations in sur-
face heat flux can be produced due to chemical reactions in
the film-cooling layer.

• The experimental data indicate that the scaled heat flux Qs
increases with increasing Damköhler number to a value of
around 80–100% at Da=30 for B=0.5 and B=2.0. Relative
to a cooled flat plate, the step promotes greater surface heat
flux at lower Da.

• The blowing ratio controls the flow structure behind the
backward-facing step and, therefore, controls the character-
istics of reactions downstream of the film-cooled backward-
facing step by altering the local equivalence ratio.

Future work will examine variations in step geometry, includ-
ing step height, location of cooling holes relative to the step, as
well as cooling hole spacing and arrayed geometries.
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Nomenclature
A � preexponential factor
B � mass blowing ratio, �cuc /��u�

Cp � constant pressure specific heat J /kg K
Da � Damköhler number, �flow/�chem
D � cooling holes diameter, m

D* � normalized step height, H /D
Ea � activation energy

ER � expansion ration, W2/W1
h � heat transfer coefficient, W/m2 K
H � step height, m

H* � heat release potential, �Tad−Tt�� /Tt�

I � momentum blowing ratio, �cuc
2 /��u�

2

k � thermal conductivity, W/m K
L � length scale, m

Lc
* � normalized cooling distance, H /Lc

M � Mach number, u� /a�

P � static pressure, N/m2

Pr � Prandtl number, Cp� /k
q � heat flux, W/m2

Qs � scaled heat flux ratio, �qhot−qcold� / �qmax−qcold�
R � specific gas constant �J /kgK�

Ru � universal gas constant J /kmol K
ReH � step height Reynolds number, �u�H /�

St � Stanton number, h /u��Cp
T � temperature, K

W � channel height, m
X � streamwise distance, m

X* � nondimensional reattachment distance
Xr � reattachment distance m
y � vertical �normal to surface� distance, m
z � lateral distance, m

Greek
� � ratio of specific heats
� � boundary layer thickness, m

�H
* � normalized boundary layer thickness, � /H
 � thermal diffusivity, m2/s
� � viscosity, N s/m2

� � density, kg/m3

� � characteristic time, s
� � equivalence ratio

Fig. 13 „a… Equivalence ratio contours B=0.1, I=0.002,
H*=0.3, Da=0; „b… Equivalence ratio contours B=0.5,
I=0.055, H*=0.3, Da=0; „c… Equivalence ratio contours
B=2.0, I=0.875, H*=0.3, Da=0; „d… Equivalence ratio contours
B=4.0, I=3.50, H*=0.3, Da=0; and „e… Equivalence ratio con-
tours B=10.0, I=21.9, H*=0.3, Da=0
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Subscripts
ad � adiabatic
c � coolant

chem � chemical time to 95% completion
cold � nonreactive heat flux

d � driving
f � Film

hot � reactive heat flux
max � maximum heat flux

r � reattachment point
t � total or stagnation quantities

test � test time
w � wall
� � freestream
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Parametric Analysis of Combined
Cycles Equipped With Inlet
Fogging
In recent years, deregulation in the power generation market worldwide combined with
significant variation in fuel prices and a need for flexibility in terms of power augmenta-
tion specially during periods of high electricity demand (summer months or noon to 6:00
p.m.) has forced electric utilities, cogenerators and independent power producers to ex-
plore new power generation enhancement technologies. In the last five to ten years, inlet
fogging approach has shown more promising results to recover lost power output due to
increased ambient temperature compared to the other available power enhancement tech-
niques. This paper presents the first systematic study on the effects of both inlet evapora-
tive and overspray fogging on a wide range of combined cycle power plants utilizing gas
turbines available from the major gas turbine manufacturers worldwide. A brief discus-
sion on the thermodynamic considerations of inlet and overspray fogging including the
effect of droplet dimension is also presented. Based on the analyzed systems, the results
show that high pressure inlet fogging influences performance of a combined cycle power
plant using an aero-derivative gas turbine differently than with an advanced technology
or a traditional gas turbine. Possible reasons for the observed differences are
discussed. �DOI: 10.1115/1.1765122�

Introduction
Ambient temperature has a strong influence on the gas turbine

�GT� performance, with power output dropping by about 0.54% to
0.90% for every 1°C of temperature rise, �1�. Similarly, combined
cycle power plant �CCPP� performance is also influenced by an
increase in the ambient temperature because of decrease in the GT
performance and efficiency of the cooling system �depending on
the cooling system type� associated with a condensing steam tur-
bine �ST�.

One way to prevent the loss in performance of CCPPs, caused
by high ambient temperatures, is to cool air at the inlet of gas
turbine compressor. There are several methods to cool air at the
compressor inlet such as continuous cooling systems �in which
direct refrigeration, electrically driven chillers or absorption chill-
ers are used�, conventional evaporative systems �that use wetted
honeycomb media for water evaporation� and thermal energy stor-
age �which provides to build a cold reserve during nonpeak
hours�. Another technique, known as fogging, consists of cooling
air at the inlet of compressor by spraying demineralized water
converted into a fog by atomizing nozzles operating at high pres-
sure. Evaporation of fog droplets cools the compressor inlet air,
increasing its density and results in increased mass flow rate
through the compressor. In case of inlet evaporative fogging, a
saturated air flow at the wet bulb temperature is obtained and the
power boost is mainly associated with increased air flow through
the compressor. If the amount of injected water is more than that
required for air to saturate, overspray fogging is realized. The
effect of overspray fogging �also known as wet compression� is to
further increase gas turbine power output. With sufficient amount
of overspray, compressor work input decreases resulting in addi-
tional power boost.

The choice among all the available inlet cooling techniques is
not simple because many parameters such as air temperature, rela-

tive humidity, air flow to GT output ratio, and number of hours
per day for needed power enhancement are to be considered, �2�.

It is important to note that various inlet cooling techniques,
available in the market today, have certain limitations such as
modifications in the plant lay out combined with increased invest-
ment and operating cost �with continuous cooling, or thermal en-
ergy storage approach� and low evaporation efficiency �with con-
ventional media type evaporative cooling systems�. Similarly,
inlet fogging approach may not be advantageous at locations
where shortage of a water source exists or if the ambient condi-
tions are very humid.

Recently, various options �inlet fogging, steam injection, heat
recovery steam generator �HRSG� with supplementary firing and
their combinations� to augment power for combined cycle plants
during peak demand periods were evaluated by Tawney et al. �3�.
Their study revealed that under given economic conditions and
operating dispositions, inlet fogging combined with a supplemen-
tary fired HRSG showed comparatively higher return on invest-
ment for combined cycle applications. Jones and Jacobs �4� pre-
sented a detailed review of available options for enhancing
combined cycle performance. Their study also included an eco-
nomic assessment of performance enhancement alternatives by
considering a combined cycle plant consisting of two GE
PG7241�FA� gas turbines, two unfired three-pressure level
HRSGs, and one GE D11 reheat condensing steam turbine with a
wet cooling tower. Among various alternatives examined, inlet
fogging was found least sensitive to variations in the economic
parameters considered due to its insignificant impact on non-peak
period plant performance combined with low initial investment
and modest gain in incremental peak-period power generation.

A comprehensive parametric study on the effects of inlet fog-
ging �both evaporative and overspray� on the various existing gas
turbines has been recently presented by Bhargava and Meher-
Homji �5�. Classifying a large set of gas turbines from major gas
turbine manufacturers worldwide into three categories, namely,
traditional (TIT�1200°C), aero-derivative and advanced tech-
nology (TIT�1200°C), their study showed higher performance
improvement due to fogging for aero-derivative machines where
TIT �turbine inlet temperature� is the temperature at inlet of the
first stage rotor.

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manu-
script received October 2002; final manuscript received March 2003. Assoc. Editor:
H. R. Simmons. Paper presented at the International Gas Turbine and Aeroengine
Congress and Exhibition, Atlanta, GA, June 16–19, 2003, Paper No. 2003-GT-
38187.
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In this paper, results of a parametric study on the effects of inlet
evaporative and overspray fogging applied on CCPPs are
discussed.

Combined Cycle Power Plants
The current state of the art of CCPP performance is shown in

Fig. 1, �6�, which represents LHV �lower heating value� electric
efficiency (�el) versus electric power size (Pel) in a range up to
400 MWel for different configurations of combined cycle systems.

CCPPs usually come in different configurations depending on
the electric power size as is evident from Fig. 1. It could be seen
from Fig. 1 that up to 25 MWel the most widespread CCPP con-
figuration consists of a single-pressure level HRSG. From about
25 to 250 MWel , CCPP with two-pressure levels HRSG or, some-
times, CCPP with three-pressure levels HRSG are usually
adopted. For electrical power output greater than 250 MWel , the
most developed configuration consists of a three pressure levels
HRSG combined with reheat. It must be noted that number of
pressure levels in a HRSG is also a function of gas turbine outlet
gas temperature �TOT� as is evident from Fig. 2.

For the present study, 15 gas turbines with power output rang-
ing from 5 MW to 260 MW �see Table 1 for main performance
characteristics� employed in the CCPPs have been selected. In the
present study, three most widely used combined cycle configura-
tions discussed above, namely, one and two-pressure levels HRSG
and three-pressure levels HRSG with reheat are simulated using a
commercially available computer program, �7�.

The main design features of the adopted CCPP configurations
are described below and the key design parameters for bottoming
cycle are reported in Table 2:

• a surface condenser using wet cooling tower with mechanical
draft �the cooling water for the condenser is cooled by mixing
with air in a wet cooling tower�;

• integral deaerator;
• the steam supplied from HRSG to the steam turbine is super-

heated at all pressure levels;
• economizers are placed in parallel configuration �for two and

three-pressure levels HRSG�;
• parallel disposition of superheater and reheater �for three-

pressure levels HRSG�.

Fig. 1 LHV electric efficiency versus electric power size for
combined cycle systems †6‡

Fig. 2 LHV electric efficiency versus gas turbine exhaust gas
temperature for combined cycle systems †6‡

Table 1 Performance for selected gas turbines1

Journal of Engineering for Gas Turbines and Power APRIL 2006, Vol. 128 Õ 327

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The overall performance parameters of CCPPs with selected
gas turbines corresponding to the ISO �international standard or-
ganization� ambient conditions are provided in Table 3.

The Influence of Ambient Conditions on CCPP Perfor-
mance. The variation of ambient conditions �T, p, and RH� in-
fluences the GT and bottoming cycle performance and, conse-
quently the overall performance of a CCPP. At a non-ISO ambient
condition, the GT operates at off-design point and consequently
the thermal energy discharged to the HRSG varies �because of
variation of exhaust gas mass flow rate and temperature�. Also, the
bottoming cycle performance is influenced because the condenser
now operates under off-design conditions and its performance is
linked to the condenser cooling system adopted. With an increase
in ambient temperature, cooling water temperature increases
which subsequently increases the condenser pressure. As a conse-
quence, the steam turbine electric power output reduces.

The changes in performance parameters for different CCPP
configurations, utilizing selected gas turbines as listed in Table 1,
at the selected base ambient condition compared to the ISO con-
dition are summarized in Table 4. The selected base ambient con-
dition is characterized by an ambient temperature, pressure and
relative humidity of 40°C, 1.013 bar, and 40% RH, respectively.

This base ambient condition thereinafter will be referred as the hot
day case �HDC�. The values of ambient conditions for HDC are
selected mainly because inlet fogging is found more effective at
high ambient temperature and low humidity.

It should be mentioned that RH only slightly influences the
CCPP performance in comparison to the effect of ambient tem-
perature. Nevertheless, as it will be shown below, RH has an
important role in fogging employment and strongly influences its
benefits. Moreover, as far as the ambient pressure is concerned, its
influence on CCPP performance is negligible in the fogging per-
formance variation.

A review of the results presented in Table 4 highlights the
following:

• compared to the ISO condition, HDC condition reduces GT
mass flow rate �by about 10% to 16%� and increases turbine outlet
temperature �by about 20 to 29°C�;

• loss in GT power output ranges from 13 to 25% at the HDC
condition compared to the ISO condition; these results are consis-
tent with the previous study made on GT performances under hot
ambient conditions and in simple cycle operation �5�;

• at HDC condition, compared to the ISO condition, steam tur-
bine �ST� power output drops by about 8 to 13%. The observed

Table 2 Bottoming cycle design parameters

Table 3 Overall performance of selected combined cycle power plants at ISO
conditions
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Table 4 A comparative performance of combined cycle power plants at ISO and hot day case ambient conditions
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reduction in ST power output is due to the reduction of the GT
thermal energy discharged and to the increase in condensing pres-
sure. Nevertheless, small increase in the gas turbine outlet tem-
perature and HRSG efficiency �calculated with respect to ambient
temperature� compensates the ST power output reduction;

• the cooling system of the condensing steam turbine is
strongly influenced by ambient temperature and relative humidity.
In particular, the temperature rise of the cooling water �due to the
hot ambient temperature� increases the condenser pressure from
0.05 bar to about 0.1 bar;

• net electric power output of CCPPs evaluated decreases by
about 11 to 22%. The greater fraction of this decrease is associ-
ated with GT performance loss since the losses for bottoming
cycle are comparatively smaller as is evident from Table 4.

Inlet Fogging and Overspray Models—Thermodynamic
Considerations

Considering an adiabatic process, the thermal energy loss from
a nonsaturated air stream (Q̇air) with the injection of water may be
expressed as the sum of energy, per unit time, consumed for water
evaporation (Q̇ev) and energy stored in the water droplets (Q̇d)
not yet evaporated:

Q̇air�Q̇ev�Q̇d . (1)

Considering that ṁ , T, and cp represent mass flow rate, tem-
perature and constant pressure specific heat, respectively, and us-
ing the subscripts a and ac to distinguish the air before and after
cooling �see Fig. 3� Q̇air becomes

Q̇air�cpaṁaTa�cpacṁacTac . (2)

Equation �2� is valid if the air temperature Tac is greater than
the wet bulb temperature Twb (Tac�Twb). Moreover, the energy
consumed for water evaporation Q̇ev may be expressed as

Q̇ev�ṁev��h lat��hsh� (3)

where ṁev is the evaporated water mass flow rate, �h lat the latent
heat and �hsh energy spent to heat the evaporated water from the
evaporation temperature to Tac .

Also, �h lat can be evaluated, expressing the droplet tempera-
ture Td in °C, with the following equation:

�h lat�2501.7– 2.3704Td �kJ/kg� . (4)

Neglecting Q̇d �that means to assume Td constant during the
whole evaporation process� and the difference between ṁa and
ṁac �due to the water evaporation� and assuming the average
value of the air specific heat (cp), Eq. �1� reduces to

ṁacp�Ta�Tac��ṁev��h lat��hsh�. (5)

Equation �5� may be employed to evaluated air cooling due to
water injection and evaporation and may be utilized for the inlet
evaporative and overspray fogging analysis. As was the case for
Eq. �2�, Eq. �5� is valid if Tac�Twb .

In the case of inlet evaporative fogging and with reference to
Fig. 3, a complete evaporation of the entire water mass flow rate
injected (ṁ inj) with the spray system before the compressor inlet
occurs, implying that ṁ inj�ṁev�0. Whereas, in the overspray
fogging case, liquid water enters inside the compressor �i.e., ṁ inj
�ṁev�0).

It should be noted that the total amount of water mass flow rate
(ṁw) consumed is greater than the water quantity (ṁ inj) used for
inlet evaporative or overspray fogging because of water losses
�leakage� due to deposit of the droplets against the silencer, the
inlet air trash screen and the duct walls. To account for water
losses, a spray system efficiency (�s) is introduced and then the
total water consumption can be expressed as

ṁw�
ṁ inj

�s
. (6)

The expression of blowdown mass flow rate ṁbd is reported in
Fig. 3 as a function of spray system efficiency and injected mass
flow rate.

Inlet Fogging. With the above-mentioned hypothesis �such
as, adiabatic process, droplet temperature constant during the
evaporation� and the air becoming saturated at the compressor
inlet (RHac�100% and Tac�Twb) for the evaporative fogging
case, air temperature decreases at the compressor inlet �from Ta to
Twb , as shown in Fig. 4� and the evaporated water mass flow rate
(ṁev) can be calculated using Eq. �5� and the psychrometric chart
of Fig. 4.

A decrease in the compressor inlet air temperature, due to air
saturation �from point a to point wb of Fig. 4�, increases the cor-
rected speed CS�n/�T , the pressure ratio ��� and the corrected
flow (CF�m�T/p) because the compressor operation point
moves toward the design point �ISO condition� as shown in Fig. 5.

Overspray Fogging. In the case of overspray fogging, the
amount of water injected in the air stream is more than that re-
quired for the air to saturate at a given ambient condition. Thus,
the saturated air enters inside the compressor together with liquid
water.

Fig. 3 A schematic showing nomenclatures at the compressor
inlet with fogging

Fig. 4 Psychrometric chart „@pÄ1.01325 bar…
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As air temperature increases inside the compressor due to com-
pression effect, it reduces the air relative humidity below the satu-
ration point and, consequently, resulting in additional evaporation
of water droplets.

In the overspray model presented here, it has been assumed that
the whole overspray water evaporates simultaneously and imme-
diately when air temperature inside the compressor is sufficient to
evaporate all the water. Obviously, the pressure (pev�pi�ev) at
which evaporation occurs depends on the values of compressor
polytropic efficiency ��p� and the amount of overspray �	� de-
fined as the ratio between the evaporated mass of overspray water
(ṁev ,os) and saturated air mass flow rate at the compressor inlet
(ṁac):

	�
ṁev ,os

ṁac
. (7)

In Fig. 6, for the three different values of compressor polytropic
efficiency, the value of 	 and the increase of temperature during
compression �starting from saturated air at 28°C and pressure
equal to 1.01325 bar�, are presented versus the evaporation pres-
sure ratio, �ev .

Figure 6 shows that for a typical compressor polytropic effi-
ciency of 0.90 and limiting the value of 	 at 0.02, all the water

mass flow rate evaporates for �ev values around 2. This overspray
fogging model does not take into account the effects of number
and size of water droplets which have significant influence on the
evaporation time. Nevertheless, it is possible to take into account
the droplet number and its dimension by introducing a ‘‘delay
coefficient’’ 
 that increases the evaporation pressure value (pev
�pi
�ev). This delay coefficient is a function of the droplet
dimension and, in particular:

• 
�1 means that no evaporation delay is considered �usually,
this approximation is correct when the size of droplets is less
than 10 
m�;

• 
�1 means that an evaporation delay is considered.
Typically 
 ranges from 1 to 1.4 depending on the droplet
dimension, �7�.

It should be noted that, the compressor discharge temperature
(To) depends on the pev value �and, therefore, also on 
� and,
with reference to Fig. 7, it may be expressed as

To�Twb��k�1�/�k�p��	
�h lat

cpa
� �


�ev
� �k�1�/�k�p�

(8)

where k is the average value of specific heat ratio and the value of
�p is assumed constant.

Equation �8� shows that by increasing 
, the compressor dis-
charge temperature and specific work increase. A more detailed
discussion on the derivation of Eq. �8� is presented in the
Appendix.

CCPP Performance With Inlet Evaporative and Over-
spray Fogging

To study the effects of high pressure inlet fogging on CCPPs
performance parameters, inlet evaporative and overspray fogging
conditions were analyzed for various CCPPs using gas turbines
listed in Table 1. In the case of overspray fogging, an additional
water mass flow rate ranging from 0.5% to 2% of saturated air
flow rate was considered. The various results are presented as
change �percent change or just difference� in performance param-
eters with respect to the HDC condition. This approach allows
comparison of various systems operating under same base ambi-
ent conditions. In addition, results for ISO condition are also in-
cluded in each figure. This presentation allows to view changes in
a performance parameter both with respect to ISO and HDC con-
ditions for various fogging cases examined.

Net combined cycle plant output, comparing inlet fogging case
to HDC, shows an increase in a range of 6% to 10% for various
systems as is evident from Fig. 8. This observed change implies a

Fig. 5 A typical compressor performance map

Fig. 6 Air temperature and evaporated water mass through
compressor

Fig. 7 Temperature-entropy diagram for a compression pro-
cess in presence of overspray fogging
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gain of about 0.50% to 0.75% in net plant output for every 1°C of
inlet air cooling. It may be noted that for the assumed base ambi-
ent condition �HDC�, the maximum amount of cooling achievable
is 12°C. As anticipated and evident from Fig. 8, percent increase
in net plant output becomes higher with the application of over-
spray fogging for each CCPP. In particular, with 1% overspray
fogging, all the lost power due to high ambient temperature �HDC
condition� is recovered for various machines examined in this
study with few exceptions �such as MS9001FA, MS6001FA and
FT8� as shown in Fig. 8. Whereas, with 2% of overspray a net
gain in electrical power output compared to the ISO case could be
achieved for various systems examined �Fig. 8�. Based on the
limited number of machines examined, results suggest that a
higher amount �approximately, 4–9%� of boost in net power out-
put can be achieved for a CCPP with an aero-derivative gas tur-
bine �such as RB211 and FT8� than a CCPP with an advanced
technology gas turbine �for example, MS9001FA, MS6001FA,
W501G, etc� with 2% overspray fogging �Fig. 8�. Furthermore, a
CCPP using a traditional gas turbine �such as W251 B11/12,
TITAN 130, MS9001EC, etc.� shows higher �approximately,
2–7%� gain in net power output with 2% overspray fogging com-
pared to a CCPP using an advanced technology gas turbine.

The observed differences in the amount of power boost between
an aero-derivative and advanced technology or traditional gas tur-
bines can be attributed, among other factors, to the fact that the
rate of loss in power output due to increased ambient temperature
is comparatively higher for an aero-derivative gas turbine, �5�.
The other factors could include differences in compressor perfor-
mance characteristics and flexibility of changing rotational speeds
for aero-derivative machines compared to the other two categories
of gas turbines.

A further examination of the data shows that differences in
power boost for three categories of gas turbines change �increase�
with the increased amount of overspray. It is important to mention
that, based on the field performance data, the commercial program
used tend to overestimate effects of fogging. Despite of differ-
ences in the absolute values of certain performance parameters,
the study presented does show trends of performance gains due to
fogging for CCPPs.

The observed increase in net plant output can mainly be attrib-

uted to GT performance enhancement as shown in Fig. 9.
Whereas, the effect of fogging on steam turbine power output
�Fig. 10� is small �maximum value, 6%�, compared to the GT
power output boost, and especially no significant change seems to
exist between ST power boost and the type of applied fogging
strategy. This observation could be explained considering that
drop in ST performance is principally caused by ambient tempera-
ture and relative humidity effects on the condenser cooling system
and marginally by GT.

Comparing GT power output between inlet fogging case to
HDC, an increase of about 8–12% power boost �equivalent to

Fig. 8 Percent power output change of CCPPs @ generator
„reference case—HDC…

Fig. 9 Percent power output change of gas turbines @ gen-
erator „reference case—HDC…

Fig. 10 Percent power output change of steam turbines @
generator „reference case—HDC…
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approximately, 0.7–0.8% power boost for every 1°C of cooling of
air at compressor inlet� can be observed �Fig. 9�. Furthermore,
more power output gain is obtained with the use of overspray.
This amount of power boost grows with the increase in injected
overspray water mass flow rate �Fig. 9�.

Among the other parameters that influence CCPPs perfor-
mance, GT mass flow rate and turbine outlet temperature are pre-
sented, in Figs. 11 and 12, respectively. Inlet evaporative and
overspray fogging increase total mass flow rate through the com-
pressor but obtained values are less than the ISO case �Fig. 11�.
This could be explained considering that air mass flow rate �for
constant compressor speed� depends only on air density �and so

by air temperature and relative humidity� at the compressor inlet.
Air temperature at the compressor inlet is always 28°C and rela-
tive humidity 100% for different fogging conditions; this implies
that air density is lower compared to the ISO condition. The total
air mass flow rate through a compressor increases as the fogging
condition changes from inlet evaporative fogging to 2% overspray
case and is mainly due to the increased amount of injected water.
A closer look at the data shows that increase in total air mass flow
rate due to fogging �evaporative or overspray fogging� is higher,
by approximately 2–3% for aero-derivative gas turbines �Fig. 11�
compared to the other gas turbines with the exception of two gas
turbines �GTX100 and MS9001FA�.

It is not surprising to note that the value of TOT increases �by
20 to 30°C� with the increase in ambient temperature �i.e., for the
HDC condition� for various systems examined as shown in Fig.
12. Inlet and overspray fogging applications reduce TOT value but
does not reach its ISO value. It could be observed that the differ-
ence in TOT value compared to the ISO condition reduces with
the increased amount of overspray fogging as shown in Fig. 12
mainly due to the inter-cooling effect.

The change, expressed in percentage point, in the plant LHV
electric efficiency compared to the HDC condition is found small
�less than one percentage point� due to different fogging condi-
tions as shown in Fig. 13. A slightly higher increase in efficiency
for aero-derivative gas turbine compared to other gas turbines is
also evident in Fig. 13. Furthermore, efficiency loss for various
CCPPs due to change in ambient condition to the HDC condition
could not be recovered even with 2% overspray fogging.

It is quite evident from Fig. 14 that a CCPP with an advanced
technology gas turbine requires considerably more amount of in-
jected water per unit percent power boost compared to the other
gas turbine based systems. The main reason being that the injected
water amount is a percentage fraction of the inlet air mass flow
rate. Typically, an advanced technology gas turbine has a high air
mass flow rate as is evident from Table 1. Thus, to compare in-
jected water flow rates for different combined cycle systems, it
would be more appropriate to normalize water flow rate by inlet
air flow rate and percent power boost. A comparison of such a
parameter does show that somewhat lower amount �less than 1

Fig. 11 Percent air mass flow rate change of gas turbines „ref-
erence case—HDC…

Fig. 12 A comparative change in gas turbine outlet tempera-
ture, TOT †°C‡ „reference case—HDC…

Fig. 13 Percetange points change of LHV CCPP efficiency
„reference case—HDC…
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liter/hr per unit of air mass flow rate for 1% of power boost� of
injected water is required for an aero-derivative based CCPP in
comparison to the other types of gas turbines.

Incremental efficiency, defined as the ratio of incremental
power divided by additional fuel consumption due to fogging, �8�,
is indicative of fuel efficiency associated with the fogging tech-
nology. The trend of incremental efficiency values shows that gas
turbines having high efficiency without fogging also have high
incremental fuel efficiency in presence of fogging when used in
combined cycle applications as is evident in Fig. 15. It is interest-
ing to note that for many advanced technology gas turbine based
CCPPs, value of incremental fuel efficiency decreased with the
increase of overspray amount. On the contrary, incremental fuel
efficiency always increased with increased amount of overspray
for aero-derivative and traditional gas turbine based CCPPs. Also,
the gain in incremental efficiency, compared to the base case
�HDC� is approximately 6% �max.�.

Concluding Remarks
Based on the comprehensive analysis of different configurations

of combined cycle power plants with varying net power output �8
MW–380 MW� in presence of both evaporative and overspray
fogging, reported in this paper, the following concluding remarks
can be summarized:

• High pressure fogging is effective for CCPPs in recovering
the lost power output due to high ambient temperatures. The
amount of power boost increases with the increased amount of
overspray fogging.

• The gain in net power output due to fogging, both inlet
evaporative and overspray fogging, is mainly associated with the
performance enhancement in the gas turbine section of a CCPP.

• The amount of net power boost is found higher for a CCPP
with traditional or aero-derivative machines �such as, W251B11/
12, FT8, Titan-130� compared to a CCPP using an advanced tech-
nology gas turbine �for example, W501G, V94.3A, MS9001FA�.

• The amount of injected water, normalized by saturated air
flow rate at the compressor inlet and percent net power boost, is
smaller �by approximately, 1 liter/hr per unit flow rate and per unit
% net power boost� for a CCPP using an aero-derivative gas tur-
bine than a CCPP using other two categories of gas turbines.

These results imply that an aero-derivative gas turbine based com-
bined cycle plant will have lower operating cost with fogging
compared to a CCPP using an advanced technology or a tradi-
tional gas turbine.

• Inspite of the fact that a CCPP using an advanced technology
gas turbine showed smaller power boost due to fogging, its incre-
mental fuel efficiency is found higher compared to the systems
with other two types of gas turbines.

Nomenclature

ṁ � mass flow rate �kg/s�
cp � constant pressure specific heat �kJ/kg�K�

 � delay coefficient
k � specific heat ratio
n � compressor rotational speed �rpm�
p � pressure �bar�

Pel � electric power output �MW�
Q � thermal power �kJ�
T � temperature �°C�
� � change in a performance parameter with respect to

the hot day case
�h � enthalpy difference �kJ/kg�

� � compressor pressure ratio
	 � amount of overspray �as a fraction of saturated air

mass flow rate�
�HRSG � �TOT�Tstack) /(TOT�Ta) , HRSG effectiveness

�el � LHV electric efficiency
�p � polytropic efficiency
�s � spray system efficiency

Subscripts and Superscripts

a � air at the compressor inlet before cooling
ac � air at the compressor inlet after cooling
air � air
bd � blowdown

d � droplet
db � dry bulb

des � design
el � electric
ev � evaporated

i � compressor inlet
inj � injected

Fig. 14 Injected water consumption per unit percent net CCPP
output change †„litersÕhr…Õ% power boost‡ „reference case—
HDC…

Fig. 15 Incremental efficiency for CCPP due to fogging „refer-
ence case—HDC…
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lat � latent
o � compressor outlet

os � overspray
s � spray

sh � superheated
stack � flue gas at the HRSG outlet

w � water
wb � wet bulb

Acronyms

CCPP � combined cycle power plant
CF � corrected flow
CS � corrected speed
GT � gas turbine

HDC � hot day case
HR � heat rate

HRSG � heat recovery steam generator
ISO � international standard organization

LHV � low heating value
RH � relative humidity
ST � steam turbine

TIT � gas turbine inlet temperature
TOT � gas turbine outlet temperature

Appendix

Thermodynamic Consideration About Overspray. Droplet
diameter influences the evaporation time and, consequently, the
evaporation pressure ratio and the compressor discharge tempera-
ture. In particular, as droplet diameter increases, evaporation pres-
sure ratio and compressor outlet temperature increase.

In Fig. A1, two compression processes �both from pi to po)
with different evaporation pressure pev , are presented. The com-
pression process with dotted line takes into account effect of drop-
let size �or delay coefficient�. Defining � the total pressure ratio
(��po /pi) and �ev the evaporation pressure ratio (�ev
�pev /pi), and assuming k and �p constant, �8,9�, it is possible to
express the temperature T1 as

T1�Twb•�ev
�k�1�/�k�p�. (A1)

Furthermore, indicating T1�T2��T , for the thermal equilib-
rium �Eq. �5� in which �hsh is neglected�, values

ṁac•cpa�T�ṁev ,os•�h lat (A2)

�T�
ṁev ,os

ṁac
•

�h lat

cpa
�	•

�h lat

cpa
. (A3)

Moreover, the compressor discharge temperature To can be ex-
pressed as

To�T2•� �

�ev
� �k�1�/�k�p�

��T1��T �•� �

�ev
� �k�1�/�k�p�

(A4)

introducing Eq. �A3� and �A1�, Eq. �A4� reduces to

To�Twb•��k�1�/�k�p���T•� �

�ev
� �k�1�/�k�p�

. (A5)

If now droplet dimension is taken into account, the water
evaporation will be for a pressure ratio (
�ev) greater than �ev
(
�1 is here indicated as ‘‘delay coefficient’’�.

It should be noted that, if no variation occurs in the injected
water mass flow rate,

T1��T2��T1�T2��T (A6)

and Eq. �A5� becomes

To�Twb��k�1�/�k�p��	
�h lat

cpa
� �


�ev
� �k�1�/�k�p�

. (A7)

Equation �A7� is the same as Eq. �8� discussed in the main text.
It should be highlighted that the compressor discharge tempera-

ture (To�) considering the droplet dimension (
�1) is higher
than that (To) obtained without evaporation delay (
�1):

To��To . (A8)
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Optimal Design of Gas Turbine
Cogeneration Plants in
Consideration of Discreteness of
Equipment Capabilities
To attain the highest economic and energy-saving characteristics of gas turbine cogen-
eration plants, it is necessary to rationally determine capacities and numbers of gas
turbines and auxiliary equipment in consideration of their operational strategies corre-
sponding to seasonal and hourly variations in energy demands. Some optimization ap-
proaches based on the mixed-integer linear programing have been proposed to this
design problem. However, equipment capacities have been treated as continuous vari-
ables, and correspondingly, performance characteristics and capital costs of equipment
have been assumed to be continuous functions with respect to their capacities. This is
because if equipment capacities are treated discretely, the number of integer variables
increases drastically and the problem becomes too difficult to solve. As a result, the
treatment of equipment capacities as continuous variables causes discrepancies between
existing and optimized values of capacities and expresses the dependence of performance
characteristics and capital costs on capacities with worse approximations. In this paper,
an optimal design method is proposed in consideration of discreteness of equipment
capacities. A formulation for keeping the number of integer variables as small as possible
is presented to solve the optimal design problem easily. This method is applied to the
design of a gas turbine cogeneration plant, and its validity and effectiveness are
clarified. �DOI: 10.1115/1.2131889�

Introduction
Because of their potential of high economic and energy-saving

characteristics by efficient utilization of exhaust heat, cogenera-
tion plants have been installed increasingly into industries, dis-
tricts, and buildings in recent years. To utilize the potential and
attain the highest economic and energy-saving characteristics, de-
sign and operation are important issues. For example, it is impor-
tant to rationally determine their structures by selecting energy-
producing and -conversion equipment from many alternative ones
so that they match energy demand requirements. It is also impor-
tant to rationally determine capacities and numbers of selected
equipment in consideration of their operational strategies, such as
on/off status of operation and load allocation corresponding to
seasonal and hourly variations in energy demands.

One of the ways to rationally determine the aforementioned
design and operation items of cogeneration plants is to use com-
binatorial optimization approaches, which are based on the math-
ematical programing, such as the mixed-integer linear programing
�MILP� �1–5� and the mixed-integer nonlinear programing �6�, as
well as the meta heuristics, such as the simulated annealing �7�
and the genetic algorithm �8�. For example, in the approach based
on the MILP, the selection, numbers, and on/off status of opera-
tion of equipment are expressed by integer variables, and the ca-
pacities and load allocation of equipment by continuous ones.
However, the optimal design problem has often been treated in
consideration of single-period operation �1�, or multiperiod opera-
tion for a small number of periods �2�, to avoid excessive diffi-

culty of the problem. This is because the number of integer vari-
ables increases with those of equipment and periods, and it
becomes difficult to obtain the optimal solution in a practical com-
putation time using the conventional solution algorithm for the
MILP, which combines the branch and bound method with the
simplex one. Recently, some efforts have been made to treat the
optimal design problem in consideration of multiperiod operation
for a larger number of periods �3–5�. Nevertheless, equipment
capacities have still been treated as continuous variables, and cor-
respondingly, performance characteristics and capital costs of
equipment have been assumed to be continuous functions with
respect to their capacities. This is because if equipment capacities
are treated discretely, then the number of integer variables in-
creases drastically and the problem becomes too difficult to solve.
As a result, the treatment of equipment capacities as continuous
variables causes discrepancies between existing and optimized
values of capacities and expresses the dependence of perfor-
mance characteristics and capital costs on capacities with worse
approximations.

In this paper, an optimal design method is proposed in consid-
eration of discreteness of equipment capacities. A formulation for
keeping the number of integer variables as small as possible is
presented to solve the optimal design problem easily. This method
is applied to the design of a gas turbine cogeneration plant, and its
validity and effectiveness are investigated.

Optimal Design Method

Summary of Optimal Design Problem. To consider seasonal
and hourly variations in energy demands, a typical year is divided
into multiple periods and energy demands are estimated for each
period. As shown in Fig. 1, a superstructure for an energy supply
plant is created to match energy demand requirements. The super-
structure is composed of all the units of equipment considered as
candidates for selection, and a real structure is created by select-
ing some units of equipment from the candidates. Furthermore,
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some units of equipment are operated to satisfy energy demands
for each period. The selection, capacities, and numbers of equip-
ment are considered as design variables, and the on/off status of
operation and load allocation of equipment as operation ones. The
hierarchical relationship between the design and operation vari-
ables is shown in Fig. 2. The selection and capacities are ex-
pressed by binary variables, the numbers and on/off status of op-
eration by integer variables, and the load allocation by continuous
variables.

As fundamental constraints, performance characteristics of
equipment and energy balance relationships are considered. If
necessary, other constraints, such as relationships between maxi-
mum contract demands and consumption of purchased energy and
operational restrictions are considered. As the objective function
to be minimized, the annual total cost is adopted, typically, and is
evaluated as the sum of annual capital cost of equipment and
annual operational cost of purchased energy. These constraints
and objective function are expressed as functions with respect to
the design and operation variables.

In the following, an optimal design problem is formulated for
the energy supply plant with a simple superstructure shown in Fig.
3. The formulation can easily be extended to energy supply plants
with complex superstructures.

Selection, Capacities, and Numbers of Equipment. The en-
ergy supply plant is composed of I blocks, each of which corre-
sponds to a type of equipment. The capacity of the ith type of
equipment is selected from its Ji candidates. In addition, the num-

ber of the ith type and the jth capacity of equipment is determined
within its maximum Nij. The selection and number of the ith type
and the jth capacity of equipment are designated by the binary
variable �ij and the integer variable �ij, respectively. By these
definitions, the following equations are obtained:

�
�ij/Nij � �ij � �ij �j = 1,2, ¯ ,Ji�

�
j=1

Ji

�ij � 1

�ij � �0,1� �j = 1,2, ¯ ,Ji�
�ij � �0,1, ¯ ,Nij� �j = 1,2, ¯ ,Ji�

	 �i = 1,2, ¯ ,I�

�1�
Here, it is assumed that multiple units with the same capacity can
be selected for a type of equipment. To select multiple units with
different capacities for a type of equipment, multiple blocks for
the type of equipment should be included in the plant.

Performance Characteristics of Equipment. For simplicity,
the case of Nij =1 is first considered. A relationship between the
flow rates of input and output energy is shown in Fig. 4, as per-
formance characteristics of the ith type of equipment. Here, the
discontinuity of the relationship due to the on/off status of opera-
tion is expressed by a binary variable, and the relationship for the
on status of operation is approximated by a linear equation as
follows:

�yi�k� = Pixi�k� + Qi�i�k�

X� i�i�k� � xi�k� � X̄i�i�k�
�i�k� � �0,1�

	 �i = 1,2, ¯ ,I; k = 1,2, ¯ ,k�

�2�

where �i is the binary variable for the on/off status of operation, xi
and yi are the continuous variables for the flow rates of input and

output energy, respectively, and Pi , Qi , X� i, and X̄i are the perfor-
mance characteristic values �i.e., Pi and Qi are the slope and in-
tercept, respectively, of the linear relationship between the flow

Fig. 1 Concept of superstructure

Fig. 2 Hierarchical relationship between design and operation
variables

Fig. 3 Energy supply plant with simple superstructure

Fig. 4 Modeling of performance characteristics of equipment
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rates of input and output energy, and X� i and X̄i are the lower and
upper limits, respectively, for the flow rate of input energy�. The
argument k is the index for periods, and K is the number of peri-
ods. The first equation in Eq. �2� expresses the flow rate of output
energy as a function with respect to that of input energy for the on
status and makes the flow rate of output energy zero for the off
status. The second equation in Eq. �2� makes the flow rate of input
energy within its lower and upper limits for the on status and zero
for the off status.

The values of Pi , Qi , X� i, and X̄i depend on the selected capac-
ity and are expressed as follows:

�
Pi = �

j=1

Ji

pij�ij

Qi = �
j=1

Ji

qij�ij

X� i = �
j=1

Ji

x� ij�ij

X̄i = �
j=1

Ji

x̄ij�ij

	 �i = 1,2, ¯ ,I� �3�

where pij , qij , x� ij, and x̄ij are the performance characteristic val-
ues of the ith type and the jth capacity of equipment �i.e., pij and
qij are the slope and intercept, respectively, of the linear relation-
ship between the flow rates of input and output energy, and x� ij and
x̄ij are the lower and upper limits, respectively, for the flow rate of
input energy�. In addition, the on status of operation is feasible
only if a capacity is selected, and the following equation is
obtained:

�i�k� � �
j=1

Ji

�ij �i = 1,2, ¯ ,I; k = 1,2, ¯ ,K� �4�

Therefore, Eq. �2� results in

�
yi�k� = �

j=1

Ji

pij�ijxi�k� + �
j=1

Ji

qij�ij�i�k�

�
j=1

Ji

x� ij�ij�i�k� � xi�k� � �
j=1

Ji

x̄ij�ij�i�k�

�i�k� � �
j=1

Ji

�ij

�i�k� � �0,1�

	
�i = 1,2, ¯ ,I; k = 1,2, ¯ ,K� �5�

Since �i is common to all the capacities, this formulation keeps
the number of binary variables as small as possible, which makes
the computation time as short as possible.

Equations �2�–�5� are formulated in the case of Nij =1. How-
ever, these equations can be extended for the performance char-
acteristics of multiple units of equipment with the same capacity
in the case of Nij �1.

As a result, Eq. �5� can be extended as follows:

�
yi�k� = �

j=1

Ji

pij�ijxi�k� + �
j=1

Ji

qij�ij�i�k�

�
j=1

Ji

x� ij�ij�i�k� � xi�k� � �
j=1

Ji

x̄ij�ij�i�k�

�i�k� � �
j=1

Ji

�ij

�i�k� � �0,1, ¯ , max
1�j�Ji

Nij�

	
�i = 1,2, ¯ ,I; k = 1,2, ¯ ,K� �6�

where �i is the integer variable for the number of equipment at the
on status of operation. Here, it is assumed that �i units of equip-
ment are operated at the same load level and the sums of the flow
rates of input and output energy are expressed by xi and yi, re-
spectively. This assumption is validated if the simple performance
characteristics expressed by Eq. �2� are used. The third equation in
Eq. �6� means that the number of equipment at the on status of
operation may not be larger than that selected. Since �i is common
to all the capacities, max1�j�Ji

Nij is used as its maximum in the
fourth equation in Eq. �6�.

Capital Costs of Equipment. The capital cost of each unit of
equipment depends on its capacity and performance characteris-
tics. The capital cost of the ith type of equipment Ci is calculated
as follows:

Ci = �
j=1

Ji

cij�ij �i = 1,2, ¯ ,I� �7�

where cij is the capital cost of the ith type and the jth capacity of
equipment.

Objective Function and Energy Balance Relationship. As
mentioned previously, the annual total cost is adopted as the ob-
jective function z to be minimized and is expressed by

z = �
i=1

I 
RCi + �i�
k=1

K

T�k�xi�k��
= �

i=1

I 
R�
j=1

Ji

cij�ij + �i�
k=1

K

T�k�xi�k�� �8�

where R is the capital recovery factor, �i is the unit cost for
energy charge of the input energy consumed by the ith type of
equipment, and T is the duration per year of each period.

As the energy balance relationship, the following equation is
considered:

�
i=1

I

yi�k� = Y�k� �k = 1,2, ¯ ,K� �9�

where Y is the energy demand for each period.

Solution Method. The aforementioned formulation leads to the
following optimal design problem:

minimize z of Eq. �8�
with respect to �ij , �ij , �i�k� , xi�k�, and yi�k�

�i=1,2 , ¯ , I ; j=1,2 , ¯ ,Ji ; k=1,2 , ¯ ,K�
subject to Eqs. �1�, �6�, and �9�.
To reformulate this optimal design problem as a MILP problem,

the nonlinear terms due to the products of �ij and xi, and �ij and �i
in Eq. �6� are replaced by the continuous variables �ij�k� and
�ij�k�, respectively, as follows:

�ij�k� = �ijxi�k�

�i = 1,2, ¯ ,I; j = 1,2, ¯ ,Ji; k = 1,2, ¯ ,K� �10�
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�ij�k� = �ij�i�k�

�i = 1,2, ¯ ,I; j = 1,2, ¯ ,Ji; k = 1,2, ¯ ,K� �11�
In addition, the following constraints are employed:

�x> i�k��ij � �ij�k� � x̃i�k��ij

xi�k� + x̃i�k���ij − 1� � �ij�k� � xi�k� 
�i = 1,2, ¯ ,I; j = 1,2, ¯ ,Ji; k = 1,2, ¯ ,K� �12�

��> i�k��ij � �ij�k� � �̃i�k��ij

�i�k� + �̃i�k���ij − 1� � �ij�k� � �i�k�


�i = 1,2, ¯ ,I; j = 1,2, ¯ ,Ji; k = 1,2, ¯ ,K� �13�

where � �
>

and � �˜ are lower and upper bounds, respectively, and
these values can be set as follows:

�x> i�k� = 0

x̃i�k� = max
1�j�Ji

Nijx̄ij �i = 1,2, ¯ ,I; k = 1,2, ¯ ,K�

�14�

��> i�k� = 0

�̃i�k� = max
1�j�Ji

Nij �i = 1,2, ¯ ,I; k = 1,2, ¯ ,K� �15�

The constraints of Eqs. �12� and �13� are because, for example,
Eq. �12� means that if �ij =0, then �ij�k�=0, or else if �ij =1, then
�ij�k�=xi�k�, which makes Eq. �10� valid, indirectly. This proce-
dure can linearize the nonlinear terms without any approximations
and transform the optimal design problem into a MILP one.

The reformulated MILP problem can be solved using the com-
mercial solver GAMS/CPLEX �9�.

Numerical Study

Plant Structure. Figure 5 shows the superstructure of a gas
turbine cogeneration plant investigated as an example. This plant
is composed of gas turbine generators, waste heat recovery boil-
ers, gas-fired auxiliary boilers, electric compression refrigerators,
steam absorption refrigerators, a receiving device for purchasing
electricity, and pumps for supplying cold water.

Electricity is supplied to users by operating the gas turbine
generators and purchasing electricity from an outside electric
power company. Electricity is also used to drive the electric com-
pression refrigerators, pumps, and other auxiliary machinery in
the plant. Exhaust heat generated from the gas turbines is recov-

ered in the form of steam by the waste heat recovery boilers, and
is used for heat supply. An excess of exhaust heat is disposed of to
the environment in the form of exhaust gas. A shortage of steam is
supplemented by the gas-fired auxiliary boilers. Cold water for
space cooling is supplied by the electric compression and steam
absorption refrigerators. Steam is used for space heating and hot
water supply.

Input Data and Conditions. A district that is supplied with
energy is investigated as an example. It is composed of hotels and
office buildings, and its total floor area is 383.7	103 m2. Energy
demands are estimated by setting three representative days per
year �i.e., summer, winter, and midseason days� and dividing each
representative day into six sampling times each of which has 4 hr.
Peak energy demands in summer and winter are also considered.
As a result, the number of periods is K=20. Table 1 shows the
definition of periods.

It is assumed that the gas turbine generators and waste heat
recovery boilers are selected together as cogeneration units. It is
also assumed that a unit of the receiving device is selected, and its
capacity is considered as a continuous variable. The pumps are
common to all the possible structures, and only their power con-
sumption is considered. As a result, the number of types of equip-
ment is I=4. The number of capacities is set at J1=10 for the gas
turbine cogeneration units, and those are set at Ji=4 �i=2, 3, 4� for
the gas-fired auxiliary boilers, and electric compression and steam
absorption refrigerators, respectively. The maximum numbers of
selected equipment are set at Nij =4 �i=1,2 , ¯ ,4 ; j
=1,2 , ¯ ,4� for all types and capacities of equipment. Table 2
shows the capacities and performance characteristics of candi-
dates of equipment for selection. Although the performance char-
acteristic values are shown only at the rated load status, their
changes at the part-load status are also taken into account. As an
example, Figs. 6�a� and 6�b� show the approximated values of all
the candidates, and the comparison of the cataloged and approxi-
mated values of some candidates, respectively, as the performance
characteristics of the gas turbine cogeneration units.

As mentioned previously, the annual total cost is adopted as the

Table 1 Definition of periods

Period k Representative day Duration T hr/yr

1–6 Summer 368
7–12 Winter 484
13–18 Midseason 608
19 Summer peak 0
20 Winter peak 0

Fig. 5 Superstructure of gas turbine cogeneration plant
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objective function from the economic viewpoint. Table 3 shows
the capital unit costs of equipment, and the unit costs for demand
and energy charges of electricity and natural gas purchased from
outside utility companies. Here, the demand charges of electricity
and natural gas in proportion to their maximum contract demands
are included in the annual total cost. In evaluating the annual total
cost, the capital recovery factor is set at 0.964 with the interest
rate 0.05 and the life of equipment 15 yr. In addition, the annual
primary energy consumption is also evaluated from an energy-
savings viewpoint, with the thermal efficiency of purchased elec-
tricity 0.388 and the lower heating value of natural gas
11.57 kWh/m3.

Results and Discussion. The optimization calculation is con-
ducted for the following three plants:

1. Plant A: gas turbine cogeneration plant without constraint
2. Plant B: gas turbine cogeneration plant with the constraint of

no disposal of exhaust heat
3. Plant C: conventional plant without gas turbine cogeneration

unit

Plants A and B are the gas turbine cogeneration plants to be in-
vestigated. Plant C is a conventional plant as a reference to evalu-
ate the economic and energy-saving characteristics of the cogen-
eration plants. It may be interesting to analyze the trade-off
relationship between the economic and energy-saving characteris-
tics by the multiobjective optimization with the annual total cost
and primary energy consumption as the objective functions �10�.
Here, in place of the multiobjective optimization, the single-
objective optimization is conducted with the annual total cost as
the objective function, and how the constraint of no disposal of
exhaust heat affects the design and operation as well as the eco-
nomic and energy-saving characteristics is investigated. For this
purpose, plant A has no constraint, and plant B has the constraint.

Table 4 shows the optimal values of capacities and numbers of
equipment, and maximum contract demands of electricity and
natural gas for plants A to C. In plant A, to utilize the potential of
cost saving by cogeneration, three units of the largest gas turbine
cogeneration unit are selected. According to Table 2 and Fig. 6,
this unit has the highest power-generating efficiency at the rated
load status and keeps a relatively high power-generating effi-
ciency, even at part-load status, although it does not have the

Table 2 Capacities and performance characteristics of candidates of equipment for selection

Equipment Capacity/performancea Candidate

Gas turbine
cogeneration
unit

# 1 2 3 4
Max. power output �MW� 1.29 1.60 2.00 2.40
Max. steam output �MW� 5.69 3.34 4.10 4.57
Power-generating efficiency 0.140 0.173 0.169 0.179
Heat recovery efficiency 0.617 0.362 0.347 0.341

# 5 6 7 8
Max. power output �MW� 2.93 3.50 3.54 4.36
Max. steam output �MW� 6.44 6.97 6.89 8.92
Power-generating efficiency 0.256 0.271 0.273 0.273
Heat recovery efficiency 0.563 0.540 0.531 0.559

# 9 10
Max. power output �MW� 5.23 5.32
Max. steam output �MW� 8.91 9.05
Power-generating efficiency 0.301 0.306
Heat recovery efficiency 0.513 0.521

Gas-fired
auxiliary
boiler

# 1 2 3 4
Max. steam output �MW� 5.24 6.55 7.86 9.82
Thermal efficiency 0.92 0.92 0.92 0.92

Electric
compression
refrigerator

# 1 2 3 4
Max. cooling output �MW� 2.82 3.52 4.22 5.28
Coefficient of performance 4.57 4.73 4.76 5.04

Steam
absorption
refrigerator

# 1 2 3 4
Max. cooling output �MW� 3.46 5.18 6.91 8.64
Coefficient of performance 1.20 1.20 1.20 1.20

aAt rated load status

Fig. 6 Performance characteristics of gas turbine cogenera-
tion units: „a… approximated values of all candidates and „b…
comparison of cataloged and approximated values of some
candidates
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highest exhaust heat recovery efficiency. This is because a large
amount of exhaust heat is disposed of as shown below and, con-
sequently, the unit does not necessarily need a high exhaust heat
recovery efficiency. In relation to this result, a unit of the smallest
gas-fired auxiliary boiler is selected, and the capacity of the re-
ceiving device is relatively small. To utilize exhaust heat effi-
ciently, four units of the largest steam absorption refrigerator and
no electric compression refrigerator are selected. In plant B, the
constraint of no disposal of exhaust heat decreases the number of
the largest gas turbine cogeneration units from three to two. Al-
though the capacity and number of the gas-fired auxiliary boiler
does not change, the capacity of the receiving device becomes
relatively large. Since the amount of exhaust heat decreases, the
capacity of the steam absorption refrigerators also decreases, and
a unit of the largest electric compression refrigerator is selected.
In plant C, three units of a larger gas-fired auxiliary boiler are
selected, and the capacity of the receiving device becomes large.
The capacities and numbers of the steam absorption refrigerators
and electric compression refrigerator are the same as those in
plant B.

Table 5 shows the annual total cost and its items, and the annual
primary energy consumption for plants A to C. The annual amount
of exhaust heat disposed of is also included. In plant A, the capital
cost increases while the demand and energy charges decrease as

compared to those in plant C. As a result, the total cost decreases
by 14.8%. This decrease may be attractive from an economic
viewpoint; however, a large amount of exhaust heat is disposed of,
and consequently, the primary energy consumption decreases only
by 2.4%. This decrease may not be reasonable from an energy-
saving viewpoint. In plant B, the total cost decreases by 9.6%
while the primary energy consumption decreases by 10.3% as
compared to those in plant C. This result indicates that the design
and operation of cogeneration plants may change their economic
and energy-saving characteristics significantly.

Figures 7 and 8 show the optimal operational strategies for
electricity, steam, and cold water supply for plants A and B, re-
spectively. In plant A, the gas turbine cogeneration units are op-
erated at the rated or high part-load status. As a result, a large
amount of exhaust heat is disposed of in most of the periods. This
is because the power-generating efficiency of the gas turbine co-
generation units decreases drastically at low part-load status. In
plant B, the gas turbine cogeneration units are operated at low
part-load status or stopped not to dispose of exhaust heat in the
periods with low thermal energy demands.

Conclusions
An optimal design method to determine the selection, capaci-

ties, and numbers of equipment of energy supply plants has been

Table 3 Capital unit costs of equipment, and unit costs for demand and energy charges of
utilities

Equipment/utility Unit cost

Gas turbine generator 230.0	103 yen/kW
Waste heat recovery boiler 9.6	103 yen/kW
Gas-fired auxiliary boiler 6.6	103 yen/kW
Electric compression refrigerator 34.4	103 yen/kW
Steam absorption refrigerator 30.1	103 yen/kW
Receiving device 56.3	103 yen/kW

Electricity
Demand charge 1740 yen/ �kW month�

Eenergy charge 10.77 yen/kWh �summer�
9.79 yen/kWh �other seasons�

Natural gas
Demand charge 2033 yen/ �m3/hr month�
Energy charge 30.88 yen/m3

Table 4 Optimal values of capacities and numbers of equipment, and maximum contract de-
mands of utilities

Plant Equipment/utility Candidate Number Capacity

A

Gas turbine cogeneration unit 10 3 15.96 MWa

Gas-fired auxiliary boiler 1 1 5.24 MW
Electric compression refrigerator - - 0.00 MW
Steam absorption refrigerator 4 4 34.56 MW
Receiving device - - 7.57 MW
Electricity - - 7.57 MW
Natural gas - - 4.53	103 m3/hr

B

Gas turbine cogeneration unit 10 2 10.64 MWa

Gas-fired auxiliary boiler 1 1 5.24 MW
Electric compression refrigerator 4 1 5.28 MW
Steam absorption refrigerator 3 4 27.64 MW
Receiving device - - 13.66 MW
Electricity - - 13.66 MW
Natural gas - - 3.47	103 m3/hr

C

Gas turbine cogeneration unit - - 0.00 MWa

Gas-fired auxiliary boiler 3 3 23.58 MW
Electric compression refrigerator 4 1 5.28 MW
Steam absorption refrigerator 3 4 27.64 MW
Receiving device - - 24.15 MW
Electricity - - 24.15 MW
Natural gas - - 2.17	103 m3/hr

aMaximum power output
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proposed in consideration of discreteness of equipment capacities.
An optimal design problem has been formulated as a mixed-
integer linear programing one, and a formulation for keeping the
number of integer variables as small as possible has been pre-
sented to solve the problem easily. This method has been applied
to the design of a gas turbine cogeneration plant. Through a nu-

merical study, it has turned out that the proposed method can
rationally determine the selection, capacities, and numbers of
equipment. It has also turned out that the method can also clarify
the influence of constraints on the design and operation of the gas
turbine cogeneration plant.

Nomenclature
C ,c 
 capital cost of equipment

I 
 number of types of equipment
J 
 number of capacities of equipment
K 
 number of periods
k 
 index for periods
N 
 maximum number of selected equipment

P , p 
 slope of linear relationship between flow rates of in-
put and output energy of equipment

Q ,q 
 intercept of linear relationship between flow rates of
input and output energy of equipment

R 
 capital recovery factor
T 
 duration per year of period

X� ,x� 
 lower limit for flow rate of input energy of
equipment

X̄ , x̄ 
 upper limit for flow rate of input energy of
equipment

x 
 flow rate of input energy
Y 
 energy demand
y 
 flow rate of output energy
z 
 annual total cost
� 
 selection of equipment
� 
 number of equipment at on status of operation
� 
 product of � and �

Table 5 Annual costs and primary energy consumption

Plant Cost/energy Value

A

Capital cost 523.3	106 yen/yr
Demand charge 268.5	106 yen/yr
Energy charge 728.6	106 yen/yr
Total cost 1520.4	106 yen/yr
Heat disposal 62.2 GWh/yr
Primary energy consumption 262.9 GWh/yr

B

Capital cost 427.6	106 yen/yr
Demand charge 369.9	106 yen/yr
Energy charge 816.0	106 yen/yr
Total cost 1613.5	106 yen/yr
Heat disposal 0.0 GWh/yr
Primary energy consumption 241.7 GWh/yr

C

Capital cost 243.6	106 yen/yr
Demand charge 557.2	106 yen/yr
Energy charge 983.1	106 yen/yr
Total cost 1783.9	106 yen/yr
Heat disposal 0.0 GWh/yr
Primary energy consumption 269.5 GWh/yr

Fig. 7 Optimal operational strategies for plant A: „a… electricity
supply, „b… steam supply, and „c… cold water supply

Fig. 8 Optimal operational strategies for plant B: „a… electricity
supply, „b… steam supply, and „c… cold water supply
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� 
 number of selected equipment
� 
 product of � and x
� 
 unit cost for energy charge of input energy

� �
> 
 lower bound

� �˜ 
 upper bound

Subscripts
i 
 index for types of equipment
j 
 index for capacities of equipment
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Gas Turbine Compressor
Washing: Historical
Developments, Trends
and Main Design Parameters
for Online Systems
By being exposed to atmospheric conditions gas turbines are inevitably subjected to
sources of fouling. The resulting degradation can be partially recovered by cleaning the
compressor. Based on open literature and patents, the different approaches leading to the
most advanced method of compressor online washing have been compiled. The origins of
online washing and the development trends over the decades are outlined, and the current
systems are categorized. The introduction of system categories has been justified by a
field survey. Additionally, the main design parameters of online washing systems are
summarized. �DOI: 10.1115/1.2132378�

Introduction
The degradation caused by the adherence of particles on the

compressor airfoil and annulus surfaces is conventionally defined
as fouling. The buildup of material changes the shape of the air-
foils, changes the incidence angle of the following airfoils, in-
creases the surface roughness, and decreases the throat area of the
compressor �1�. With a reduced efficiency, pressure ratio, and stall
margin, the power output is limited at constant firing temperature.
Typically, 70–85% of the overall performance loss during opera-
tion can be attributed to compressor fouling �2�. It can be partially
recovered by compressor cleaning, and suggested measures for a
compressor cleaning procedure are a reduced mass flow by up to
3% �3,4�, a reduced power output by 3%, or a reduction of the
overall pressure ratio by 2% �5�.

Methods of Compressor Cleaning
To recover performance losses due to fouling, compressors are

cleaned to remove the deposited particles. Several approaches
have been taken over the years to wash fouled compressors, and
these will now be described here. A summary of advantages and
disadvantages for each method is given in Table 1.

The most obvious method to wash a compressor is the manual
procedure. The engine has to be disassembled and cleaned manu-
ally using brushes and detergent. Simply cleaning the IGVs by
hand will often bring significant benefits, but it is laborious, re-
quires a shutdown and cooling of the engine, and is rarely needed
�6�. However, Leusden et al. �7� and Abdelrazik and Cheney �8�
stated that the level of power recovery cannot be achieved by any
other cleaning method. The authors also consider a proposed
method to insert a washing hose through the blade pitches up to
the eighth compressor stage as a manual method; one “patiently”
has to insert the hose �9�.

To avoid the manual labor, abrasive so-called grit-blasting
methods were developed. The deposits were removed by injecting
charcoal, rice, nutshells, or synthetic resin particles into the air-
stream of the operating engine. The procedure was undertaken
during engine operation because high air speeds were needed to

accelerate the particles to achieve the necessary impact force �10�.
Satisfactory cleaning results were reported in extreme cold envi-
ronments with this simple and fast method without downtime.
However, the removal of oily deposits was not entirely satisfac-
tory since the last stages remained contaminated and care had to
be taken not to contaminate seals and the internal passages of the
secondary air systems of the engine �11�. Despite the disadvan-
tages, it was widely used for aero engines �12�. General Electric
claimed to overcome the disadvantages of abrasive cleaning in a
patent for high-bypass turbofan applications by using materials of
70% carbon content �13�. An increased roughness due to the abra-
sion was avoided, and with remaining blade smoothness the com-
pressor capacity was preserved. It was further claimed that no
remainder of abrasives would cause the clogging of cooling holes.

In the 1980s, concerns increased regarding erosion due to the
impact of particles. Especially with the introduction of protective
blade coatings, damage of the first stages evoked further damage
downstream �12�. For older engines, the use of ground spent cata-
lysts, rice hulls, and nut shells may still have been satisfactory, but
for state-of-the-art engines, this practice disappeared due to the
potential damage �6,14�. A milder method to wash off the deposits
involves liquid injection in the form of demineralized water with
and without the addition of detergents. This was found to be more
effective than the abrasive cleaning methods �15� and has become
the leading applied method. It can be clustered into two different
processes, offline and online.

The soak or crank wash, also referred to as offline compressor
wash, requires a shutdown of the engine and is performed unfired,
with the starter motor turning the engine �16�. The rotational
speed is therefore on the order of 20% �17–19� to a maximum of
30% �8� of the normal operational speed, resulting in a reduced
airflow through the engine. The downtime increases for larger,
heavier engines �V93: 8 h �20�, MS7001E: 6 h �21��. It accumu-
lates from cooling the engine, spraying the cleaning fluid into the
engine, running it at reduced speed, and rinsing the engine at
higher speeds. Furthermore, the intake needs to be cleaned, and
while starting the turbine, the compressor dries. Even though it is
now the leading applied method for aero engines �17,22�, early
concerns addressed the dispersive characteristics of the injected
fluid. According to Langford �13�, significant fractions of the
blade contamination in aero-engine applications consisted of en-
gine material resulting from the rubbing parts. Langford therefore
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considered the liquid solvents to chemically attack not only the
aluminum contaminants, but also engine parts made of the same
material, causing chemical erosion.

The efficiency of crank washes is very high, and the power
recovery is close to the original level or the level reached after a
major overhaul �15�. However, the downtime results in lost rev-
enue for the owner. Aero-derivative engines, being lightweight
with lower metal mass, may cool down within 1.5–3 h reducing
the downtime significantly �6�. The engine has to be cooled to
avoid thermal stresses of the components �16,23�. Initially, the
fluid was only preheated to allow for an earlier injection and the
higher fluid temperature did not increase the washing efficiency
�24�. Recent numerical investigations also indicated that the drop-
let temperature adjusts close to airflow temperature before enter-
ing the compressor, independent of initial injection temperature. It
was therefore suggested that preheating does not affect the droplet
temperature in the compressor �25�. However, Fielder �16� re-
ported improved washing efficiency with preheated fluids in ma-
rine applications. Because of the required cooldown, crank washes
are often performed concurrently with other maintenance work on
the gas turbine.

A further method to clean compressors using liquid injection is
the so-called online or fired washing. It is considered to be the
most advanced method because it is performed fired, generally
under full load with no or little reduction of the unit’s capacity and
speed �3,26�. An official definition of online washing can be found
in an instruction sheet of the Association of Power and Heat Gen-
erating Utilities �27�: “At rated �nominal� shaft speed, generally
demineralized water is injected into the engine upstream of the
first compressor stage.” Being considered to be not as efficient as
offline cleaning, frequencies of daily to once per month and du-
rations between 5 and 30 min were recommended, complemen-
tary to offline washes. This requires a permanently installed wash-
ing device, but offers the opportunity of a more frequent washing
scheme during engine operation. For cleaning with fluids, dem-
ineralized water, solvents, and surfactants are most commonly
used �19� for the injection from a spray ring upstream of the
compressor. Modern cleaning agents consist of surfactants to re-
duce surface tension and solubilize and disperse dirt, soaps or
degreasers to enhance wetting abilities, high-temperature carriers
to keep the cleaning agent in solution, inhibitors to reduce rede-
positing, and chelates against calcium or magnesium scales �28�.
The washing device is provided by the original equipment manu-
facturer �OEM� or may be installed or replaced by a retrofit wash-
ing device from a supplier.

Generally, it is stated that online and offline washes are comple-
mentary. Frequent online washing helps to decrease the fouling
rate, but over longer periods a gradual performance loss will still
occur. Offline washing is more effective and must therefore be
used to recover these losses �26�. Using online procedures be-
tween crank washes extends their interval �6�. But extending the

intervals between washes increases the risk of larger portions of
insoluble compounds being washed off at the front end of the
compressor and, consequently, contaminating the blade rows
downstream �29�. The equipment for online and offline washing
is, in most cases, not identical. For online washing, generally,
more nozzles and of different types are used and nozzles for of-
fline washing are fitted in closer proximity to the compressor inlet
face �7,10,29,30�. The offline procedure being carried out at much
lower rotational speeds allows for higher injected fluid rates and
larger droplet distributions without putting the components at risk
�7�.

Considerations toward economical aspects of compressor wash-
ing can be found, to a greater extent, in the literature. A compre-
hensive review of compressor-washing techniques that summa-
rizes online and offline cleaning benefits and penalties from
extensive field data can be found in Stalder �29�. But with varying
ambient conditions, atmospheric pollutants, and different types of
engines, it is difficult to generalize on a standard compressor-
washing scheme. The most beneficial combination of online and
offline washes is often a case of trial and error and is tailored to an
individual plant. Saravanamuttoo �31� indicated in a comment that
it does not appear likely that a universal cleaning procedure can
be obtained, but discussions of online and offline procedures have
since been controversial �32�. Based on field experience, indi-
vidual criteria of when and how the washing should be performed
and what type cleaning fluid would be appropriate were identified
by Haub and Hauhe �21� and Stalder �29�.

Historical Perspective of Compressor Online Washing
Developments

Patents and publications are good indicators to the state of the
art. In particular, they can give insight into obstacles and solutions
where a technology is applied. Based on these sources of open
literature, the historical developments of online washing are pre-
sented for the last four decades. As online and offline washing
methods are complementary, the development of the two systems
is closely related. The proceedings in the field of offline washing,
which provide interesting approaches and new ideas that poten-
tially could improve online washing, are therefore included. Con-
sidering the definition of online washing with respect to the rota-
tional speed of the shaft, a gradual movement from offline to
online washing started in the early 1970s. The rotational speed of
the engine during the spray injection was rising from crank speed
to higher levels, and the washing was performed at higher and
higher loads. However, the early literature often did not provide
the necessary details to distinguish between offline and online
washing. In such cases, it was not mentioned whether or not the
engine was fired or whether the engine speed or load was given.
Further details in the text about cooldown or soaking procedures
were taken into account and are stated in context.

Table 1 Advantages and disadvantages of compressor cleaning methods

Method Advantages Disadvantages

Manual cleaning Very effective Shut down of engine
�brushes, washing agent� Laborious

Grit blasting Simple and fast Less effective at rear stages and for oily deposits
�charcoal, rice, nut shells, synthetic resin particles� No engine downtime

Effective in cold environments Clogging of internal cooling passages
Erosion

Increased surfaces roughness
Damage of blade coatings

Soak, crank, offline washing Very effective Shutdown of engine
�demineralized water, washing agents�

Fired, online washing No interference with load profile Less effective
�demineralized water, washing agents� Extends intervals of crank washes Cannot replace offline washing �complementary�
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1970s. In the 1970s, the first publications became available ad-
dressing compressor washing. The predominant development is-
sue was that spray systems should not disturb the airflow pattern
and cause compressor performance loss due to inlet distortion. A
patent filed in 1970 mentioned cleaning by spraying fluid into the
intake airstream of a compressor �33�. The system was a remov-
able manifold assembly including four nozzles, and the location of
the nozzles were specified such that no interference with the air-
flow took place. The position of the nozzles was claimed to be
ideal when not protruding into the airflow �see Fig. 1�. This indi-
cated that the washing procedure was designed for engine opera-
tion; however, the rotational speed was not mentioned. A uniform
spray throughout the intake was suggested, generally injected
transverse to the direction of the airflow.

Mansson �34� stated that removed dirt from the low-pressure
compressor redeposited on the blades of the high-pressure com-
pressor and offered a solution for the problem of washing later
stages within the compressor. Although the injection of water into
the airflow was only described for the startup of the engine at low
rotational speed and airflow, Mansson suggested spray injectors
within the connecting or interstage duct between two industrial
compressors �see Fig. 2�. Hydraulically operated nozzles were
moved through apertures in the casing into the internal flow path
to inject water parallel into the airstream. A shower of finely dis-

persed water was injected at about midradius of the duct. After the
washing process, the spray nozzles were automatically withdrawn
from the duct so as to not introduce turbulence into the air and
effect the operation of the high-pressure compressor. This idea has
not become a general applicaion; however, interstage injection has
recently become of greater interest and is discussed in the section
“Recent Development Trends.”

But as for all newly introduced methods early in their develop-
ment status, putting online washing into practice went along with
negative experiences as well. Elser �35� discussed the cleaning
procedure for an aero-derivative engine specified by the OEM.
Even though it was possible to perform the wash during normal
scheduled engine operation, the power recovery was not satisfac-
tory. The specification for the wash was based on operating hours
rather than power loss, and the accuracy of the performance mea-
surements was too low to show the gained power after each wash.
A slow degradation of the engine of 3.9% of the power output
over 1375 operating hours was observed, although the washes
were performed every two days as recommended. Based on these
experiences and the high cost of the cleaning fluid, Elser �36� later
suggested an offline soak-wash scheme and reported the success-
ful and cheaper replacement of all washes during operation with
regular soak washes. Based on field experience, the OEM shortly
after presented the fired washing procedure only for continuous-
duty power plants or intermittent-duty engines operating in sandy
or desert condition �5�. The recommended washing frequency of
6–8 days was then based on a reduced pressure ratio of 2% at
given rotational speed. A mixture of kerosene, water, and alcohol,
depending on ambient temperature, was to be injected into the
compressor just above the rotational speed where the bleed valves
closed. The engine was then running well away from full load, at
about half of the design air mass flow. Strictly speaking, this
method cannot be considered online because of the reduced shaft
speed. However, it was initiated in the 1970s when washing pro-
cedures moved toward spray injection at higher loads.

1980s. Within the next decade, washing procedures were estab-
lished without interference of the gas turbine load profile. The
development turned toward the properties of the injected sprays.
Attempts were made to describe effective spray patterns qualita-
tively, and chemical properties of the washing agents were opti-
mized. A description of a fired cleaning procedure of a large
power plant was first reported by Adams and Schmitt-Wittrock
�20�; but still at the time, a slight reduction of the power output
was required during wash cycles. The underlying reason being a
reduced stall margin of the compressor during the washing proce-
dure, the requirement for power reduction is a function of the
compressor design and surge margin. The washing procedure by
an OEM for an industrial heavy-duty gas turbine suggested the
injection at full speed but reduced load, where a shutdown of the
combined-cycle power plant was not necessary �4�. McDermott
explicitly mentioned the full- or near-full-load operating condition
in his patent of a method and apparatus for cleaning gas turbine
engines, which was filed in 1986 �37�, and claimed best results
when the engine was operating at full speed and the compressor at
maximum speed. In 1989, the term “online washing” was attrib-
uted, by Thames et al. �6�, to not interfere with continuous gas
turbine operations. They also stated that online washing relies on
the principle of keeping an engine clean rather than allowing the
engine to degrade significantly and acknowledged economical
benefits of extended time intervals between offline washes via
online washing.

It was generally observed that spray characteristics were impor-
tant for achieving a good cleaning effect and to avoid component
damage, but the spray patterns were only described qualitatively.
A first hint toward blade stresses and subsequent failure due to the
impingement of large droplets from “bulky” wash sprays was
found in a patented offline washing apparatus in 1980 �38�. Mc-
Dermott �37� claimed for his proposed washing system that the
formation of spray sheets that were centrifuged toward the casing

Fig. 1 Removable spray manifold by Freid and Tapparo †33‡

Fig. 2 Inter-compressor injection nozzle by Mansson †34‡
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of the compressor was avoided by injecting the fluid across the
airstream rather than parallel to it. The installation of the spray
manifold was suggested opposite the compressor or on the bell-
mouth side, as illustrated in Figs. 3 and 4, respectively. McDer-
mott attributed a proper dispersion of the fluid to the injection of
flat-fan spray patterns into turbulent zones of relatively low air-
speed in front of the engine �see Fig. 4� and claimed that a fog of
fine droplets was formed such that the droplets were too small to
be strongly affected by the centrifugal forces within the compres-
sor. Becker and Bohn �4� also reported that to avoid blade erosion
a droplet mist has to be ejected over the entire blading cross
section. However, the system presented for a heavy-duty gas tur-
bine also used two additional nozzles with a low jet dispersion to
vigorously spray through the inlet guide vanes onto the suction
side of the slowly passing rotor blades. This approach was an
early response to the conflicting design variable of the droplet size
for effective cleaning systems. Small droplets would avoid erosion
because of their lower impact and would tend to follow the air-
flow. But larger droplets were able to propagate further into the
compressor to clean the stages downstream and to penetrate the

boundary layer to reach the blade surface.
During the late 1980s, demineralized water, water-detergent

mixtures, and water-petroleum solvent mixtures were the fluids
applied for compressor washes and the chemical industry became
active in the field. Thames et al. �6� investigated washing agents,
procedures, and schemes based on a survey of gas turbine users,
manufacturers, and cleaning agent suppliers. The issue of a pos-
sible redeposition of contaminants from the front to the rear of the
compressor was acknowledged. It was considered to be only prob-
lematic for heavily fouled compressors and attributed to the va-
porization of fluid with rising compressor temperature, as it was
not often found in borescope inspections.

The need for cleaning fluids with higher boiling points, which
penetrate the compressor further, and lower freezing points, so
they could be used and stored in cold conditions, was addressed
with a patent from Woodson et al. �39�. Furthermore, a patent of a
universal cleaning solution for online and offline washing that was
fully combustible without the formation of detrimental byproducts
and biodegradable when included in waste water indicated the
rising environmental concern �40�. Gas turbine users evaluated
advantages and disadvantages of the cleaning solutions in field
tests. The selection of the appropriate cleaning fluid depended on
the matter of contamination, and therefore the investigation of
quantity and type of compressor deposits were suggested; preheat-
ing of the cleaning fluid also proved beneficial �3�. Test facilities
used fouled blades to investigate the cleaning efficiency of differ-
ent washing solutions experimentally. A test of eight different flu-
ids proved the environmentally sound ones less efficient than the
solvent-based solutions. The newly introduced corrosion inhibi-
tors worked satisfactorily �41�. The chemical development of the
cleaning solutions is ongoing, and a fairly recent idea to rinse the
engine with an anti-static liquid after on an offline wash to avoid
further buildup of debris was patented by an aero-engine manu-
facturer �42�.

1990s. During the 1990s, the risk of spray nozzles loosening
due to vibration and corrosion was of rising concern. To avoid
parts entering the compressor during operation, adaptations of the
injection locations and safer nozzle fittings were introduced. Gen-

Fig. 3 Spray nozzle manifold „left… and installation opposite of
the compressor „right… suggested by McDermott †37‡

Fig. 4 Spray injection from the bell-mouth side into regions of low airflow velocity and
high turbulence †37‡
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erally, it was perceived that the further away the spray nozzles
were located from the compressor, the less likelihood of a loose
nozzle entering the compressor. Therefore, installations opposite
of the compressor were favorable. Kolev and Robben �43� pat-
ented a nozzle that used a ball joint �see Fig. 5 �right�� that was
claimed to be more secure. As illustrated in Fig. 5 �left�, the lo-
cation of the spray nozzles was at a significant distance from the
compressor inlet.

However, the main development issues were the optimization
of the fluid distribution at the compressor inlet and also the quan-
titative investigations toward the appropriate droplet size. It was
known that the impingement of large droplets from the washing
spray could cause blade erosion, damage the coatings, or induce
vibration. However, after a nozzle and wash fluid were fitted, the
droplet size distribution was only adjustable via the operating
pressure or temperature. By providing a spherical fitting for the
cone spray nozzle, a readjustment of the injection direction in
three dimensions, inducing a different dispersion through the air-
flow, was possible. As illustrated in Fig. 5, the protruding parts
into the flow passage were kept at minimum and adjustments were
possible even during engine operation. The patent was followed
shortly thereafter by an evaluation of the washing system installed
in a power plant in The Netherlands �44�. Additional measure-
ments of the fuel supply and ambient conditions facilitated the
detection of an average power recovery due to a single online
wash of 1%. Substantial economic benefits were shown due to the
efficient combination of online and offline washes.

An adaptation of the bell-mouth fitted system of McDermott
�37� was found for an industrial application �21� where the
nozzles were fitted from behind the bell mouth lip rather than
inside the bell mouth to reduce the likelihood of ingesting a loose
nozzle �see Fig. 6�. This was also supported by the lower air
velocities in this location. A further improved system was installed
in a different power plant where the nozzles were fitted through
the sidewall of the bell mouth with more nozzles fitted above the
shaft cone than underneath. The authors stated that a better mixing
of the solution and the airflow was achieved.

Up until the early 1990s, the issue of finding the right droplet
size to enable the droplets to follow the airflow but avoid damage
to the blades was addressed qualitatively, but not quantitatively.
Naval applications started quantifying the droplet diameters in
practice. Even though the statistical nature of droplet size distri-
butions can be characterized by specific size parameters, such as
the Sauter mean diameter, the data available to the authors lacked
the statistical definition of the size distribution and referred to
droplet diameter ranges. Depending on the gas turbine and the
washing system, droplet sizes in the range of 125–200 �m and
80–200 �m were reported by Patterson and Spring �45�. A sig-
nificantly higher mean droplet diameter of 800 �m was published
for the online wash system of a different naval application �46�. In

both cases, flat-fan spray nozzles were used at a relatively low-
pressure level. The differences of droplet diameters may also be
related to the different types of contaminants in the marine envi-
ronment. Where salt deposits were reported to be removable with
water washes, severe buildup of baked soot on the front stages,
originating from other engine exhausts, were found to be only
removable with offline washes �8�.

It was just two years later that a washing method for aero en-
gines was patented that claimed to produce droplet sizes that fol-
lowed the airflow similarly to the trajectories of contaminants �see
Fig. 7, left�. A high operating pressure between 5 and 8 MPa was
suggested to achieve droplet sizes between 120 and 250 �m and a
high injection velocity of 100–126 m/s to overcome the centrifu-
gal effect of the rotating blade rows. Depending on the existence
of inlet guide vanes, different pressure levels, flow rates, and
droplet sizes were suggested �22�. The author also described an
adaptation of the system for industrial engines, which is depicted
in Fig. 7 �right�, and addressed common washing practice for
aviation and marine applications �19�. Potential problems of the
to-date cleaning concepts were summarized. The large quantities
of liquid were attributed to causing blade stress. The waste of
detergent and extensive preparation before the washes led to com-
plex installations and procedures. To overcome this, the presented
new cleaning method was claimed to use up to 90% less fluid. It
was stated that particle size and speed were crucial factors to
decide whether the droplet was peripherally centrifuged or was
able to follow the airflow into the engine. As the droplet size also
had a major influence on the impact force when impinging on the
blades, a high operating pressure was suggested with a low flow.

From naval applications, it was reported that online washes
were not effective in cleaning the rear stages �14�. The lack of
cleaning, especially toward the rear of the compressor and the root
of the rotor blades, was attributed to large droplets centrifuged
outward and small droplets not being able to penetrate the bound-

Fig. 5 Washing device and nozzle detail by Kolev and Robben
†43‡, side view

Fig. 6 Injection system with fittings from outside the bell
mouth †21‡

Fig. 7 Washing device for aero-engines †22‡ and adaptation
for a stationary application †19‡
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ary layer of the blades �47�. A concept of different pressure levels
to inject different droplet sizes for industrial gas turbines was
suggested �47�. Providing initially small droplets in the range of
80–120 �m to clean the first stages, the system was claimed to
adjust the right pressure to generate droplet sizes between 130 and
170 �m to clean the rear stages. The range of required droplet
sizes was specified between 50 and 500 �m depending on the
compressor and the cleaning fluid used.

Because of the large variety of engines, intake configurations,
and washing systems, and the difficulties to undertake experi-
ments, a generally applicable washing procedure, including the
influencing design variables, has not yet been found. Finding the
balance between efficient cleaning and avoiding erosion is still a
learning process. General Electric faced erosion problems of the
zero-stage rotor blades for the Frame 9FA class engine fleet and
suggested a discontinuation of the online washing procedures after
100 h of online water wash �48�.

Recent Development Trends. The latest published develop-
ments were focused on the flexible usage of the installations or the
combined use of air and fluid to manipulate fluid distributions. An
engine manufacturer followed up using different droplet sizes for
different purposes and patented a double function system for com-
pressor cleaning and power augmentation through wet compres-
sion in 2002. The conventional online cleaning arrangement was
additionally connected to an atomizing air supply. For wet com-
pression the air supply was switched on to generate smaller drop-
lets required for evaporation, whereas for compressor washing the
system was operated only with fluid �49�. As illustrated in Fig. 8,
the system consisted of three nozzle manifolds, two located at
different distances opposite of the compressor and one located at
the bell-mouth side of the compressor. The washing system itself
was operated at a single low-pressure level. Interestingly, a power
generation company followed the combined use approach with a
patent of a wet compression and cleaning system, where the spray
nozzles were fitted between the stators within the blade rows �50�.
This idea picked up on the early interstage injection by Mansson
�34�. Figure 9 illustrates a meridional view of the gas path, a cross
section through the first stationary blade row, and the nozzle detail
of the system. Jeffs �51� also reported the development of a new
type of air-assisted nozzles for a washing system for large gas
turbines. To allow small droplets to penetrate the airflow, the spray

is shielded by two high-velocity flat-profile air jets.
Further developments include the earlier mentioned injection of

a second anti-static fluid to reduce the rate of fouling �42� and the
suggestion of using sound waves of a fixed or variable frequency
of �500 Hz to clean the internal surfaces �52�.

Categories of Compressor Online Washing Systems
Based on historical developments, different features of the

washing systems were observed. Nozzles were configured such
that they either target the compressor inlet directly from close
proximity spraying rather parallel to the airflow direction or they
were located further upstream, spraying transversely to the air-
flow, not necessarily into the direction of the compressor. The
systems were either operated at low pressures, below 1 MPa, or at
significantly higher pressures around 5 MPa and above. The
amount of liquid used per wash varied greatly and was thought to
relate to the size or the airflow of the engine. In some cases, it was
possible to derive the ratio of air-to-fluid mass flow via a given
injection time. With the engine airflow derived from manufactur-
ers’ specifications, an initial dataset from open literature was com-
piled �see Table 2�. No clear relationship of the air-fluid ratio or
the amount of liquid to the engine size or airflow was found, and
the need of a broader data set became evident. As the open litera-
ture provided insufficient data, in particular, for the airflow to fluid
ratios, a survey was undertaken to fill this gap. Based on Internet
sources, gas turbine users in Europe, gas turbine manufacturers,
and washing system suppliers were contacted through e-mail, fax,
or letter. The response provided the missing link to assign the
systems presented in the historical perspective to qualitative sys-
tem categories using the operating pressure and the fluid rate of
the system. As illustrated in Fig. 10, the current systems were
classified into categories ranging from lower �LP� to high levels of
operating pressures �HP� and from low and medium to high air-
fluid ratio �LF, MF, HF�. For simplicity, the categories were ab-
breviated as, for example, high-pressure low-flow system �HPLF�.

It was observed that for LF systems, the nozzles were generally
installed within the inlet plenum at significant distance to the com-

Fig. 8 Wet compression and compressor washing system lo-
cated upstream of the compressor by Trewin and Carberg †49‡

Fig. 9 Wet compression and compressor washing system
with injection nozzles throughout the compressor by Ingistov
†50‡

Table 2 Washing parameters for different engines available in open literature

Engine
Power
�MW�

Airflow
�kg/s�

Liquid per wash
�l�

Fluid rate
�l/s� Air-fluid ratio

Operating pressure
�MPa�

TF40B 13 80 11 �46� 0.091 135 —
Avon 14 75 265 �5� 0.482 162 0.2

LM2500 25 68 76 �6� 0.367 189 —
RB211-24G 29.5 92 90–180 �53� 0.500 184 7
GT 11 D5 66 200 �est.� 172 �44� 0.190 1053 —
V94.3A 260 620 300 �54� 0.833 787 4–6
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pressor, whereas for HF systems, the injectors were located in
close proximity to the compressor inlet. HP systems generally
used only one ring of nozzles installed either opposite of the com-
pressor or at the bell mouth. With the exception of MF systems,
LP systems used several nozzle rings, combining the injection
from opposite with the injection from the bell mouth. These prin-
cipals are sketched in Fig. 11.

Indications were found that the systems using high-fluid injec-
tion rates �HF� use a smaller number of nozzles than the systems
using a lower amount of fluid. Asplund �19� stated that the advan-
tage of the high operating pressure was that a lower number of
nozzles was required, reducing installation and maintenance costs.
References were found for smaller engines up to 60 MW output
where less than nine nozzles were used for the online installation
�19,53�. The number of nozzles for offline equipment is generally
defined by the area to be wetted, usually the area between two
support struts �29�, and may range from five to nine. Asplunds
HPHF nozzle configuration, therefore, has strong parallels to of-
fline systems. The LPHF system suggested by Trewin and Carberg

�49� is a dual-function system, where the nozzles are used for
online washing and fogging, which may indicate a design com-
promise. Several sites using the current online system of the
patent applicant reported around nine online nozzles for gas tur-
bines in the power range of 120–260 MW. However, retrofitted
systems were also found using twice the number of nozzles. Sig-
nificantly higher numbers of nozzles were found for LF systems.
The HPLF system by Hayward et al. �47� defined the number of
nozzles required via the complete coverage of the first stage. For
current systems, this was generally found to be in excess of three
times the number of struts. For the LP systems, a similar trend
was observed. Jeffs �55� reported a ratio of 1:4 for the number of
offline and online nozzles for the LPLF system by Kolev and
Robben �43�. Stalder �29� and Leusden et al. �7� added that a
relatively high number of nozzles were required to ensure a better
fluid distribution.

The air-fluid ratio is based on the gas turbine inlet mass flow
and therefore related to a specific engine. To prove the suggested
categories, each system had to be investigated over a range of
engine mass flows covering the most relevant engine types. Open
literature often only provided ranges of fluid flow rates that ap-
plied for a range of engine sizes, and information from gas turbine
manufacturers and washing system suppliers was of crucial im-
portance. But even fluid flow rates were restricted information,
and thus, only a few data sets were made available. Because of the
confidentiality concerns, the inquiries to the gas turbine users
were reduced to the details on mass flow of the washing fluid,
operating pressure, and number and arrangement of nozzles. Even
though the investigated data set can only represent a small picture
of the broad range of present systems, it allowed a first quantita-
tive analysis of the current systems.

It was found that the best way to present the results was the
air-fluid ratio versus the power output of the gas turbine �simple
cycle� where a higher air-fluid ratio indicated a lower fluid injec-
tion rate per air mass flow through the engine. The results are
illustrated in Fig. 12. Each marker represents the air-fluid ratio of
a washing system for a certain gas turbine. Recommendations of
suppliers and engine manufacturers are shown using large mark-
ers. Feedback from gas turbine users �labeled with “GTU”� using
the equivalent system or literature referencing the equivalent sys-

Fig. 10 Qualitative categories of online washing systems

Fig. 11 Principal nozzle locations for basic online washing
system categories
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tem are using the same but smaller markers. To visualize the be-
havior of the injected fluid rate over the broad engine range for a
specific washing system, trend lines were produced, including
manufacturers’ recommendations and feedback from gas turbine
users. According to the system categories discussed before, the
trend lines were also labeled with the suggested abbreviations.

Despite a high scatter and limited data, different trends were
observed for the air-fluid ratio versus the engine power output:

• constant air-fluid ratio over the whole engine range
• linear scaling of air-fluid ratio with increasing engine power

output
• exponential relationship of air-fluid ratio and engine power

output

These trends only become apparent for larger engine sizes; as for
the range of small engines with a power output below 30 MW, the
air-fluid ratio does not differentiate.

A constant air-fluid ratio was recommended in particular, by
aero-derivative �AD� engine manufacturers �OEM 1 and OEM 2�
who also recommended the lowest air to fluid ratio. This may
originate from washing regimes for aero engines using large
amounts of water �19,22�. Both trend lines represent LPHF sys-
tems. For OEM 1, it should be noted that the data from the higher
end of the power output refer to engines from their heavy-duty
�HD� range. For the LP system suggested by Haub and Hauhe
�21�, only one additional response was received from a gas turbine
user. The system was used with almost the same medium flow rate
for a small and heavy-duty gas turbine. Even though only two data
sets were available, the large difference in engine size indicated a
constant air-fluid ratio over the whole engine range for the system
�LPMF, supplier 5�.

Several systems showed a relatively linear increase of air-fluid
ratio for increasing engine power output. This was found for the
high-pressure system presented by Asplund �19� for gas turbines
of smaller power output �supplier 4�. Despite the vendor’s phi-
losophy of using high pressures and low amounts of fluid, the
system falls into the HPHF category when compared to the other
systems on the market. Depending on the gradient, a linear behav-

ior made the assignment to a HF or LF system more difficult
because, for smaller engine sizes the air-fluid ratio was low, and
for large engine sizes the air-fluid ratio was high. This was, in
particular, found for recommendations of system supplier 3. It was
also observed that on two occasions the system was used by gas
turbine users at significantly different air-fluid ratios �see GTU
�supplier 3��. In these cases, the washing recommendations of the
gas turbine manufacturer were more restrictive in terms of in-
jected fluid rate. This can be found when retrofits were installed
and washing recommendations of the system supplier and the gas
turbine manufacturer were not in the same range. Certainly guar-
antee limits for the gas turbine have to be appreciated and may
result in a compromised washing scheme. The recommendations
of a recently developed system by an engine manufacturer �OEM
4� also showed a linear increase of air-fluid ratio with rising en-
gine size, even though only two engine examples were available.
For this system, several gas turbine users gave feedback for the
smaller engine example and a wide spread of injected fluid rate
was reported, well away from the engine manufacturers recom-
mendations �GTUs of OEM 4�. In most cases, the injection rate
was lower than recommended injection rate by the OEM. Only in
one case was a higher injection rate reported. The user justified
this by shortening the washing procedure. This LP system is
claimed to use a high number of nozzles to create a homogeneous
field of droplets �7� and can be classified as a LPLF system for
larger gas turbines.

Two washing systems showed an exponential trend of the air-
fluid ratio. The recommendations from OEM 3 combined with
user feedback and literature �44� resulted in a relatively steep
exponential behavior �LPLF�. For larger turbines, the amount of
injected water was low and the associated washing system sup-
plier found that droplets were deflected by the strong airflows.
This was recently improved by the development of air-shielded
nozzles, where two flat air shields protect the fluid spray cone and
allow the droplets to penetrate further �51�. An exponential rela-
tionship was also found for a high-pressure system �HPLF� from
system supplier 1 �47�. The level of air-fluid ratio was smaller, but
the system still uses significantly less fluid per airflow than MF or

Fig. 12 Air-fluid ratio versus engine power output for specific state-of-the-art washing systems based
on field data and washing recommendations
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HF systems. Interestingly, a gas turbine user reported the applica-
tion of a higher injection rate than recommended by the system
supplier or the gas turbine manufacturer �GTU supplier 1�. Rec-
ommendations of supplier 2 using a LP system were defined as a
function of the gas turbine mass flow. A decreasing fluid rate for
air mass flows up to 400 kg/s was followed by a constant rate for
larger engines �10�. This resulted in an exponential function of the
air-fluid rate when applied to some example engines. However,
the slope was relatively low, and for engines with a higher power
output than 50 MW, the air-fluid ratio remains constant. Even
though one data set was received from a gas turbine user for a
medium-size engine of 123 MW output injecting less than recom-
mended fluid �GTU �supplier 2��, the system used a relatively
high fluid rate over the whole engine range and falls into the
LPHF category.

Generally, it has to be stated that the data scatter was relatively
high and the large variety of engines contributed additionally. Dif-
ferent makes have different airflow-to-power output ratios, and
variations in air fluid ratio occur using the same washing system
for different engine makes of the same power output.

Main Design Variables of Compressor Washing Systems
In this section, the information collected on the state-of-the-art

online washing systems is broken down to discuss the main re-
quirements and design parameters that affect the efficiency of the
washing system. Several authors have suggested requirements for
effective compressor washing; however, the criteria were qualita-
tively and relatively broad. Becker and Bohn �4� and Harris and
Calabrese �46� claimed that a complete wetting of the first blade
row from hub to tip is essential. McDermott �37� suggested a
continuous covering of cleaning fluid over the whole surface area
in front of the engine for effective cleaning results, and Hayward
et al. �47� recommended the installation of “sufficient nozzles to
give a 360° coverage of the first stage blading.” A practical per-
spective was recently given by Lambart et al. �28� as “the ideal
spray pattern for online compressor washing covers the compres-
sor inlet plane completely without overlapping onto the plenum
wall, bell mouth or shaft cone to avoid drainage and waste of
fluid.” These guidelines aim to clean the first blade row from hub
to tip most effectively. In power generation applications, these
blades are generally stationary �the inlet guide vanes�. The cen-
trifugal effect within the following rotating blade rows forces
droplets toward the blade tip, and it was found that progressing
downstream the blades were left untreated toward the shaft of the
engine �47�. A compromised approach to reduce this problem was
reported by a gas turbine user, targeting the spray toward one-
third of the distance from the shaft to the casing instead of the
midspan area �56� to leave a greater spray margin close to the
shaft. To achieve a complete coverage of the first stage, the spray
droplets need to penetrate the accelerating airflow through the
intake bend. The droplet trajectories are based on the force bal-
ance between the airflow and the droplets, and the resulting main
influencing parameters for compressor washing efficiency are
summarized in Table 3.

In general, a washing system is designed for a specific operat-
ing condition. For relative changes of air flow or fluid flow to the
design condition, the force balance is affected and the droplet
trajectories change. If the airflow or air velocity is reduced, then
droplets can more easily penetrate the airflow. If the droplet size
or density is reduced, then the droplets are stronger deflected by

the airflow. The inlet total mass flow of the gas turbine depends on
the engine size in the first place, but also on the ambient tempera-
ture, the installation altitude, the power setting, and the condition
in terms of degradation of the engine. Kacprzynski et al. �57�
presented field data of a naval application that indicated a better
efficiency recovery for water washing at higher power settings.
For the investigated twin-spool engine, the inlet mass flow de-
pended directly on the power setting. The result indicated that the
washing system was designed for application at high power set-
tings. Even though two extremely different operating conditions
were addressed, Leusden et al. �7� also stated that different spray
nozzles were used for online and offline cleaning due to the dif-
ferent operating conditions �and subsequently inlet mass flows� of
the gas turbine. As the velocity of the airflow within the intake
duct varies in magnitude and direction, areas of low airflow ve-
locity are easier to penetrate by droplets than areas of high airflow
velocities. The velocity vectors of the airflow may work favorably
or adversely for the droplet trajectory.

The main contributing factors for the droplet force are the drop-
let mass and injection velocity. Smaller droplets tend to follow the
flow, and larger droplets behave in a more ballistic manner. This
implies better traveling capabilities for larger droplets, but the
higher impact force may put the engine hardware at risk and a
sensible compromise has to be found. With higher densities, drop-
lets become heavier for the same droplet size. However, the range
of density changes for compressor washing fluids stays within
certain boundaries. Compared to demineralized water, cleaning
solutions with 10% higher density �at 20°C� were found �40� and
for solvent solutions lower densities of up to 5% were reported
�39,46�. A higher droplet velocity allows a better penetration of
the airflow. However, the injection system only provides in initial
injection force for the droplet and the following trajectory is
strongly influenced by the velocity field of the airflow.

As discussed earlier, very different concepts exist of how to
inject the spray. The injection nozzles may directly target the com-
pressor or, if a mixing of the spray with the airflow is desired, the
nozzles may spray into the inlet plenum just upstream of the con-
verging annulus. The injection direction can vary from being par-
allel to the airflow to almost transverse direction. The transverse
direction is mainly employed for increased spray dispersion �37�
as the breakup of a droplet occurs above a certain shear stress
level between the droplet and the airflow. Spray patterns involve a
certain range of injection directions. Generally, flat-fan-shaped
spray patterns were found �28,37,38,45,46�, but also cone-shaped
spray patterns were used �43�. Increasing surrounding airflow re-
sults in a reduction of the spray angle, and a spray angle of 90 deg
injected into still air may reduce to 60 deg when injected into the
engine at full load conditions �37�. Given these implications, the
main scope of the injection system is the transfer of droplets
through the intake system to the compressor inlet. Once entered,
the compressor, droplet size, and speed decide if the droplet is
centrifuged toward the casing and also determine the impact force
when a droplet impinges onto a blade �19� or if a droplet is de-
flected by the boundary layer �28�. Therefore, the injection system
has to generate the appropriate droplet size and velocity spectrum
to assure the transfer of droplets toward the compressor inlet face.

Within the compressor, characteristics of the fluid become of
greater importance. Scheper et al. �2� stated that “all blading sur-
faces must become thoroughly wet” and that “a sufficient flow
rate” has to be used “to counteract the considerable drying effect
generated by the rotor rotation.” Even though these early require-
ments were addressing offline washing procedures, the most im-
portant characteristics of the washing solution for online washing
were known as temperature sustainability, and wetting efficiency.

For online washing it is vital that the cleaning fluid stays in
solution. To prevent evaporation due to the rising temperatures
within the compressor, with exit temperatures being well above
water evaporation temperature �55�, the evaporation point of the
cleaning fluid is increased by chemical treatment. Modern clean-

Table 3 Main influencing parameters on washing efficiency

Air flow Droplet

Inlet mass flow Droplet size
Fluid density

Velocity flow field Injection velocity �magnitude,
direction, and location�
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ing agents contain high-temperature carriers retaining the cleaning
fluid in solution �28�, and liquids are on the market that withstand
up to 400°C �19�. However, in borescope and visual inspections it
was found that droplets may traverse up to the fifth or sixth stage
and then vaporize, and the residue was centrifuged along the com-
pressor casing �28,30�. For a large single-shaft gas turbine, it was
stated that all fluid was evaporated by stage 8 �50� and poor pen-
etration into the latter stages was also observed for naval applica-
tions �45�. The mechanism of compressor cleaning relies on an
efficient wetting of the blade surface to take advantage of surfac-
tants, and dispersing organic and inorganic soils. A splashing of
droplets over the surface is not desirable, as a certain contact time
of the fluid on the blade surface has to be allowed. The wetting
speed depends on the surface tension, drop dimensions, velocity,
and viscosity of the washing agent �3�. Modern washing solutions
appreciate this effect with ingredients to reduce the surface ten-
sion of the droplets and therefore increase the wetting speed �28�.
Above a certain level of liquid film on the blades, droplets and
debris wash off and power recovers �29�. Because of an improved
ability to remove oily debris, the water-detergent mixture may be
preheated up to the boiling point before being injected into the
compressor. But a side-effect of this procedure is that the margin
until evaporation point reduces significantly �3�.
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Properties, Weldability, and
Applications of Modern Wrought
Heat-Resistant Alloys for
Aerospace and Power
Generation Industries
Alloy selection and alloy design both require consideration of an array of material
attributes, including in-service properties, weldability, and fabricability. Critical proper-
ties of modern heat-resistant alloys for gas turbine applications include high-temperature
strength, thermal stability, oxidation resistance, and fatigue resistance. In this paper, the
properties of 12 solid-solution-strengthened and six age-hardenable heat-resistant alloys
are compared. Weldability is an important attribute and can be a major limiting factor in
the use of certain alloys. Weldability test methods are discussed, and the resistance of
alloys to solidification cracking and strain-age cracking is compared. The use of weld-
ability testing in the development of modern heat-resistant alloys is discussed with sev-
eral examples cited. Finally, alloy selection for gas turbine components is outlined,
taking into account both alloy properties and fabricability. �DOI: 10.1115/1.2056527�

Introduction
High-performance heat-resistant alloys are critical materials of

construction in modern gas turbines and other components in the
power-generation and aerospace industries. The chemical compo-
sitions of selected alloys of importance are provided in Table 1.
Modern alloys are usually developed with a certain key applica-
tion in mind and must possess an array of favorable properties to
be selected for a given application. Alloy development is a pro-
cess of compromise. For example, addition of niobium to an alloy
may favorably increase strength while harming oxidation resis-
tance and weldability. Successful alloy development involves op-
timizing certain key properties for the selected application while
minimizing any negative side effects. Alloys that become accepted
in a wide range of applications are those that excel in more than
one property, such as strength and oxidation resistance, while still
offering good weldability, fabricability, and the capability to be
manufactured at a reasonable cost. This paper discusses the prop-
erties of modern heat-resistant alloys, then covers methods of
ranking the weldability and fabricability of alloys. Finally, alloy
selection for gas turbine applications is discussed, taking into ac-
count both service capability and fabricability of the alloys.

Properties of Wrought Heat-Resistant Alloys
A variety of cast and wrought nickel-based, cobalt-based, and

iron-based heat-resistant alloys are used in flying and industrial
gas turbine components. Although turbine blades, vanes, etc., use
significant quantities of cast alloys, hot gas path components, such
as combustors, transitions, flame holders, etc., predominantly use
wrought superalloys. In this paper, only the properties, weldabil-
ity, and applications of wrought superalloys for gas turbine appli-
cations are discussed.

Because of the demanding combination of high temperatures
and a combustion environment in gas turbine engines, materials
used in these applications need to have suitable high-temperature
mechanical properties and environmental resistance characteris-
tics. Some of the important high-temperature properties com-
monly required for the alloys used in these applications include
high-temperature creep strength, thermal fatigue resistance, and
thermal stability. The environmental resistance properties include
oxidation, nitridation, and in certain cases, sulfidation or carbur-
ization. Table 2 summarizes the effects of the common alloying
elements in heat-resistant alloys. The combination of these ele-
ments defines the resultant mechanical properties at elevated tem-
peratures, the environmental resistance capabilities, and fabrica-
bility of the alloy. These resultant properties, in turn, determine
the applications for which an alloy is suitable.

The heat-resistant alloys can be divided into two general cat-
egories: solid-solution-strengthened alloys and age-hardenable al-
loys. Solid-solution strengthened alloys use elements such as mo-
lybdenum or tungsten in solid solution to provide strengthening.
In addition, they use the principle of in-service carbide precipita-
tion, usually in the form of chromium-rich M23C6 carbides, to
enhance their resistance to high-temperature creep. They cannot
be hardened using aging heat treatments. Age-hardenable alloys
use precipitation hardening as the mechanism for strengthening.

Solid-Solution-Strengthened Alloys. One of the early cobalt-
based superalloys developed for gas turbine applications was
HAYNES® 25 alloy, also known as L-605 alloy. This alloy pos-
sesses good oxidation resistance and mechanical strength at tem-
peratures up to about 980 °C. However, because of concerns over
the availability of the strategic element cobalt in the 1940s, iron-
based superalloys, such as MULTIMET® alloy, were developed.
This alloy, also known as N-155 alloy, was easier to fabricate than
alloy 25, but it had properties close to alloy 25 in terms of high-
temperature strength and oxidation resistance. MULTIMET alloy
is used in afterburner parts, such as tail pipes, tail cones, etc, in
aircraft engines. A modern day improvement over MULTIMET
alloy is HAYNES 556 alloy. It has significantly better oxidation
resistance than MULTIMET alloy in combustion gas
environments.
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Because of increasing requirements to reduce the dependence
on strategic elements, a nickel-based superalloy, HASTELLOY®
X alloy, was developed in the 1950s. This alloy was initially used
as a combustor material in the Pratt and Whitney Aircraft’s JT3D
engine for the Boeing 707 airplane. The applications for this alloy
steadily increased over the years, and even today alloy X is used
extensively in both flying and industrial gas turbine engines.

With further demands for higher-temperature capabilities, par-
ticularly for military engines, and less emphasis on concerns re-
garding strategic elements, such as cobalt, HAYNES 188 alloy
was developed in the late 1960s. This cobalt-based superalloy is
superior to 25 alloy in terms of both oxidation resistance and
thermal stability. It is used in the engines for the F-14, F-15, and
F-16 fighter aircraft and in a number of commercial aircraft
engines.

During the cobalt crisis in the late 1970s and early 1980s, the
need for lower cobalt-containing superalloys again became impor-
tant. This led to the development of alloys such as 617 and
HAYNES 230 alloys. Although these alloys have found extensive
use in both flying and industrial gas turbines, as will be discussed
later in this paper, 230 alloy is superior to 617 alloy in terms of
high-temperature environmental resistance �oxidation and nitrida-
tion resistance�, as well as thermal fatigue and low-cycle fatigue
resistance.

Age-Hardenable Alloys. Age-hardenable alloys are well
known for possessing high strength at intermediate temperatures
where a precipitation hardening reaction, such as
�� �Ni3�Al,Ti�� , �� �Ni3Nb�, or other similar mechanism, is ac-
tive. Table 1 provides a listing of the common age-hardenable
alloys. HAYNES 263 alloy is often used for combustors and tran-
sition components in gas turbine engines. HAYNES 718 alloy is
used extensively for compressor components. HAYNES R-41 al-
loy, also known as René-41 alloy, and Waspaloy alloy possess the
highest strength characteristics at temperatures of 700–900 °C,
and they are used to provide support to components in the hot gas
path. At temperatures greater than about 900 °C, precipitation
hardening is no longer effective, and their strength decreases dra-
matically.

Mechanical Properties. The typical tensile properties of sev-
eral solid-solution-strengthened and age-hardenable superalloys
are given in Table 3. Stress rupture properties are given in Table 4
and are illustrated in Fig. 1. The age-hardenable alloys have ex-
cellent strength levels in the temperature range of 650–870 °C. Up
to 650 °C, 718 alloy has the highest strength, and is widely used
up to this temperature. Although R-41 and Waspaloy alloys have
much higher strength than solid solution strengthened alloys, such
as 25, 188, and 230, fabrication problems in terms of weldability
limit the use of these two alloys. This subject is discussed in
greater depth in subsequent sections on welding. Among the solid-
solution-strengthened alloys, the cobalt-based alloys 25 and 188
offer excellent stress-rupture properties; however, they are limited
by thermal stability and relatively high cost. Of the nickel-based
solid-solution-strengthened alloys, 230 alloy offers relatively
high-stress rupture properties in the temperature range from 760
to 980 °C.

Oxidation Resistance. Alloys developed for gas-turbine and
high-temperature applications depend mainly on chromium for
oxidation resistance. Typical chromium contents range from 16 to
25% by weight. Small additions of elements such as manganese
and silicon promote the formation of protective spinel oxides.
Rare-earth elements, such as lanthanum, have been successfully
utilized in alloys such as 188, 556, and 230 to further improve the
oxidation resistance by enhancing their resistance to oxide spalla-
tion. The small, but potent addition of lanthanum to these three
alloys dramatically improves oxidation resistance, as indicated in

Table 1 Nominal chemical compositions of heat-resistant alloys

Solid-solution-strengthened heat-resistant alloys �wt %�

Alloy UNS No. Ni Co Fe Cr Mo W Mn Si Al Ti C B Others
W N10004 63a 2.5a 6 5 24 1a 1k 1k – – 0.12a – V-0.6a

X N06002 47a 1.5 18 22 9 0.6 1k 1k 0.5k 0.15a 0.10 0.008a Nb-0.5a

HR-160® N12160 37a 29 2a 28 1a 1a 0.5 2.75 0.4k 0.5 0.05 – Nb-1a, Cu-0.5a

230® N06230 57a 5a 3a 22 2 14 0.5 0.4 0.3 0.1a 0.10 0.015k La-0.02, Cu-0.5a

617 N06617 54a 12.5 1 22 9 – – – 1.2 0.3 0.07 – –
625 N06625 62a 1a 5k 21 9 – 0.5k 0.5k 0.4k 0.4k 0.10k – Nb+Ta-3.7, Cu-0.5a

25 R30605 10 51a 3k 20 1a 15 1.5 0.4k – – 0.10 – –
188 R30188 22 39a 3a 22 – 14 1.25k 0.35 – – 0.10 0.015k La-0.03
MULTIMET® R30155 20 20 30a 21 3 2.5 1.5 1k – – 0.12 – Nb+Ta-1.0, N-0.15
556™ R30556 20 18 31a 22 3 2.5 1 0.4 0.2 – 0.1 0.02a Ta-0.6, Zr-0.02, La-0.02, N-0.20
HR-120® N08120 37 3a 33a 25 1a 0.5a 0.7 0.6 0.1 0.2k 0.05 0.004 Nb-0.7, B-0.004, N-0.20, Cu-0.5a

214™ N07214 75a – 3 16 0.5a 0.5a 0.5k 0.2a 4.5 0.5a 0.04 0.01k Zr-0.1k, Y-0.01

Age-hardenable heat-resistant alloys

Alloy UNS No. Ni Co Fe Cr Mo W Mn Si Al Ti C B Others
Waspaloy N07001 58a 13.5 2a 19 4.3 – 0.1a 0.15a 1.5 3 0.08 0.006 Zr-0.05
R-41 N07041 52a 11 5k 19 10 – 0.1a 0.5a 1.5 3.1 0.09 0.006 Zr-0.07a

263 N07263 52a 20 0.7a 20 6 – 0.4 0.2 0.6k 2.4k 0.06 0.005a Zr-0.04a

242™ N10242 65a 2.5a 2k 8 25 – 0.8k 0.8k 0.5k – 0.03a 0.006k Cu-0.5a

718 N07718 52a 1a 19 18 3 – 0.35k 0.35a 0.5 0.9 0.05 0.004 Nb+Ta-5.0
X-750 N07750 70b 1a 8 16 – – 0.35k 0.35k 0.8 2.5 0.08k – Nb+Ta-1.0, Cu-0.5a

amaximum �not intentionally added�, k maximum �intentionally added�, a balance, b minimum HASTELLOY®, HAYNES®, HR-120®, HR-160®, 230®, 556™, MULTI-
MET®, 214™, and 242™ are trademarks of Haynes International, Inc.

Table 2 Elemental effects in heat-resistant alloys

Element Effect

Nickel High temperature strength, stability
Cobalt High temperature strength
Chromium Oxidation resistance
Molybdenum High temperature strength
Tungsten High temperature strength
Iron Reduces cost
Silicon Oxidation and sulfidation resistance
Carbon High temperature strength and grain size control
Boron High temperature creep strength
Manganese Oxidation resistance
Lanthanum Oxidation resistance
Ytrium Oxidation resistance
Aluminum Deoxidation �0.2–0.3%�, gamma prime formation

�0.6–2%�
Titanium Gamma prime formation �2–3%�
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Table 5. HAYNES 214 alloy differs from the other alloys in that it
forms a protective aluminum oxide layer because of its 4.5% alu-
minum content. Excellent adherence of this oxide scale is pro-
moted through the addition of a small amount of yttrium.

As mentioned earlier, between the cobalt-based alloys 25 and
188, the newer 188 alloy has much better oxidation resistance.
Similarly, 556 alloy has much better resistance than the older iron-
based MULTIMET alloy. Among the nickel-based alloys, 230 and
214 alloys offer the best oxidation resistance. Compared to the X
alloy, 230 alloy offers two to three times better oxidation resis-
tance. In the case of 214 alloy, the excellent oxidation resistance is
attributed to the formation of protective aluminum oxide scale.
However, the alloy is susceptible to strain-age cracking during
welding, as discussed later in this paper. Therefore the applica-
tions for 214 alloy are mainly thin sheet or nonstructural compo-
nents that demand excellent oxidation resistance at high tempera-
tures.

Thermal Stability. Thermal stability is an important consider-
ation for selecting heat-resistant alloys because it has a significant
impact on thermal fatigue and repairability. Thermal stability re-
flects the resistance of a material to degradation in ductility after
long thermal exposures. Residual room-temperature tensile elon-
gation following such exposure is a common measurement of

thermal stability. The thermal stability of several common alloys
is compared in Table 6 and Fig. 2. Alloys 188, 25, X, and 625
suffer significant degradation after exposure to high temperatures.
The cobalt alloys 188 and 25 form a deleterious Co2W-type laves
phase, while X forms � and � phases. In the case of 625 alloy, the
degradation is related to the formation of Ni3Cb phase. Alloy 230
does not form any of these deleterious phases, and the limited loss
of ductility that does occur is related to the precipitation of
M23C6-type carbides, which form in the other alloys as well.

The thermal stability of an alloy is important for long term
service capability in components such as combustors. Because of
thermal exposure and thermal cycling, loss of ductility due to
exposure will result in reduced thermomechanical fatigue life.
Table 7 shows the effect of exposure to 760 °C for 1000 h on the
low-cycle fatigue behavior of several alloys at 427 °C. The data
are plotted in Fig. 3. All of the alloys suffer some reduction in the
low cycle fatigue life after exposure at 760 °C; however, 230 alloy
is least affected by aging. Although the data reflect only an expo-
sure time of 1000 h, longer exposure periods are expected to result
in even greater degradation of properties for those alloys that are
affected.

Table 3 Typical tensile properties of common heat-resistant alloys in sheet form

�A� Yield Strength

Temp.
�°C�

Alloy X
�MPa�

Alloy 25
�MPa�

Alloy 188
�MPa�

Alloy 230
�MPa�

Alloy 625
�MPa�

Alloy 263a

�MPa�
Alloy 718a

�MPa�
Alloy R-41a

�MPa�
Waspaloy Alloya

�MPa�

20 380 475 465 390 485 635 1175 815 910
650 245 330 275 270 370 525 995 760 770
760 235 285 270 285 340 515 750 750 770
870 195 250 250 225 205 220 420 575 415
980 90 125 130 120 80 87 90 275 135

�B� Ultimate Tensile Strength, MPa

Temp.
°C Alloy X Alloy 25 Alloy 188 Alloy 230 Alloy 625 Alloy 263a Alloy 718a Alloy R-41a Waspaloy Alloya

20 765 1005 945 860 900 1050 1395 1250 1335
650 580 745 710 670 755 835 1155 1110 1195
760 465 640 620 585 595 725 855 1040 970
870 310 415 415 400 345 350 305 705 545
980 177 235 245 225 165 170 145 335 220

�C� Tensile Elongation, %

Temp.
°C Alloy X Alloy 25 Alloy 188 Alloy 230 Alloy 625 Alloy 263a Alloy 718a Alloy R-41a Waspaloy Alloya

20 44 51 53 48 49 36 22 22 27
650 54 60 60 55 56 36 20 14 21
760 53 42 63 46 53 33 10 17 12
870 59 45 64 59 54 55 28 11 12
980 66 36 59 71 44 72 37 11 19

aProperties in age-hardened condition

Table 4 Typical stress rupture properties of common heat-resistant alloys in sheet form

Stress to Produce Rupture in 1000 Hours, MPa

Temp. °C Alloy X Alloy 25 Alloy 188 Alloy 230 Alloy 625 Alloy 263a Alloy 718a Alloy R-41a Waspaloy Alloya

650 395 250 380 440 600 550
705 260 170 220 310 295 465 395
760 105 180 160 125 125 185 97 295 240
870 43 83 65 57 29 47 89 68
980 17 28 17 18 12

aProperties in age-hardened condition
Some data based on Larson-Miller extrapolation
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Weldability of Wrought Heat-Resistant Alloys
Many gas-turbine components rely on welding for their fabri-

cation; therefore, weldability must be taken into account in alloy
selection and design. Over the years, many alloys have been de-
veloped that excel in one or two major attributes, such as high-
temperature strength or oxidation resistance, only to find that an-
other attribute, such as weldability, severely limits use of the alloy.
As discussed previously, R-41 alloy is among the highest strength
wrought alloys available in the temperature range from about 700
to 900 °C. Although the alloy has been successfully used for many
years in certain applications, widespread use of the alloy is limited
by its susceptibility to strain-age cracking during heat treatment
after welding and fabrication. Cracking is also a problem during
manufacture of the alloy in wrought forms, which substantially
increases its cost. This type of cracking is illustrated in Fig. 4.
Alloy 263 is often selected over R-41 alloy, despite its much
lower strength, owing to its superior fabricability. In modern alloy
development it is recognized that, in addition to offering excellent
service performance capabilities, an alloy needs additional at-
tributes such as ease of welding and ease of manufacture in
wrought forms in order to be successful in a wide range of appli-
cations and to be made available at a reasonable cost. Two of the
most common problems encountered in the welding of superalloys
are strain-age cracking and solidification cracking. Tests have
been developed over the years to provide a measure of alloy

Fig. 1 Stress rupture properties of solid-solution-
strengthened „bottom… and age-hardenable „top… alloys. Alloy
625 is included in both plots for reference.

Table 5 Dynamic oxidation resistance of several heat-resistant alloysa

980°C/1000 hr 1095°C/1000 hr

Metal loss
��m�

Average metal affected
��m�

Metal loss
��m�

Average metal affected
��m�

Alloy

Cobalt-base
25 157 211 �635b �635b

188 28 89 191 249

Iron-base
MULTIMET 300 366 1247d 1367d

556 43 124 221 274

Nickel-base
X 69 142 229 328

625 124 180 �787 �787
617 69 249 315 �610c

230 20 71 56 132
214 10 25 13 30

aResults were generated using standard burner rig high-velocity oxidation tests. Samples were exposed in a rotating carousel to
combustion products of No. 1 and No. 2 fuel oil burned at an air: fuel ratio of about 50:1. Gas velocity was 0.3 Mach. Samples
were automatically removed from the gas stream every 30 min, and fan cooled to under 260 °C. After exposure, samples were
evaluated metallographically to determine the extent of metal loss �metal thinning�, and the average depth of internal penetra-
tion. Average metal affected is the sum of metal loss and average depth of internal penetration.
bConsumed in 165 hr
cInternal penetration through entire thickness
dExtrapolated from 225 hr

Table 6 Thermal stability of several heat-resistant alloys:
Room temperature tensile elongation after thermal exposure at
the indicated temperaturea

Alloy No Exposure �%� 650 °C �%� 760 °C �%� 870 °C �%�

230 50 38 35 36
X 57 19 19 30

625 46 18 13 26
25 51 12b 5c

188 56 29 11 22

aAll alloys, with the exception of 25 alloy, were exposed for 8000 hr at the indicated
temperatures.
bExposed for 2500 hr
cExposed for 1000 hr
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cracking resistance for use in alloy selection and design. The test
methods and alloy rankings are described in the following section.

Strain-Age Cracking. Strain-age cracking is a type of
postweld heat-treatment cracking that can occur in age-hardenable
alloys. This type of cracking occurs in the solid state and typically
follows an intergranular fracture path. Cracking can be associated
with the heat affected zone, weld metal, or parent metal. Alloys

containing titanium and aluminum that are strengthened by pre-
cipitation of the �� phase are especially susceptible. These alloys
exhibit low ductility during the initial stages of precipitation
strengthening. The susceptibility of alloys to cracking generally
increases with increasing atomic percent aluminum plus titanium.
Alloys R-41 and Waspaloy are susceptible to this type of cracking,
but are successfully welded in many applications, especially in
sheet-metal thickness. Alloys with a higher aluminum and tita-
nium content than these two alloys are not commonly available as
wrought materials and are difficult to weld without cracking. Al-
loys containing columbium, such as 718, are more resistant to
cracking than alloys strengthened with only titanium and
aluminum.

Test methods used for strain-age cracking fall into two general
categories: restrained weldment tests and mechanical property
tests. In a restrained weldment test, a weldment is made under
restrained conditions to simulate an actual fabrication, then the
assembly is heat treated and inspected for cracking. Mechanical
property tests measure some mechanical property that is assumed
to be predictive of strain-age cracking behavior. Mechanical prop-
erty tests are quantitative and relatively economical, but it is not
always clear whether or not they accurately predict cracking be-
havior in real fabrications.

The restrained weldment category of test includes the restrained
circular patch test, as well as simpler types of restrained plate
tests. Early investigators used the restrained circular patch test to
evaluate the resistance of alloys to strain-age cracking �3,4�. In
this test, a circular disk with a circular cutout in the center is
welded into a thick restraining ring along the outer perimeter. A
circular insert is then welded into the hole in the restrained disk,
thus, creating a heavily restrained weldment. The assembly is sub-
jected to a postweld heat treatment and inspected for cracking.

Fig. 2 Thermal stability of solid-solution-strengthened alloys
„room temperature tensile elongation after aging for 1000 hr at
various temperatures…

Table 7 Comparison of low-cycle fatigue behavior at 427 °C
for annealed material versus aged material: total strain range of
1.0%, R=−1.0, F=0.33 HZ, cycles to failure

Alloy Annealed Aged �760 °C, 1000 hr�

617 5096 3072
X �Ref. �1�� 7750 4889

625 �Ref. �2�� 8454 5851
230 �Ref. �1�� 8742 7033
188 �Ref. �1�� 12,647 6970

Fig. 3 Comparison of low-cycle fatigue behavior at 427 °C for
annealed material versus material aged at 760 °C for 1000 hr.
„Total strain range of 1.0%, R=−1.0, F=0.33 HZ….

Fig. 4 Strain-age cracking of a simulated repair weld in R-41
alloy
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The circular patch test has the advantage of employing an actual
restrained weldment, which is similar to a real fabrication. How-
ever, the cost in terms of labor and material for this type of test is
relatively high and results are semi-quantitative at best. Semi-
quantitative comparisons can be made by counting the number of
cracks or the total crack length, but the test is only reproducible if
the parts are precisely machined and joined with a highly con-
trolled, automated welding process �5�. Repeatable results are dif-
ficult to obtain owing to the many variables involved that are
difficult to control, such as bead shape and level of restraint. Re-
strained weldment tests are useful to demonstrate that an alloy can
be welded, but it has many disadvantages as a ranking test.

Several investigators have used the Gleeble thermomechanical
testing apparatus to simulate strain-age cracking. The Gleeble of-
fers extreme flexibility in the thermal cycles and mechanical
strains that can be applied, which has led to a wide variety of test
methods and specimen geometries. Recent work is underway on
development of Gleeble test methods at both Pratt and Whitney
and The Ohio State University �6,7�. Gleeble test methods offer
great potential because of the flexibility of the apparatus to simu-
late weld thermal cycles, heat-treatment thermal cycles, and apply
varying degrees of restraint. However, the majority of Gleeble test
methods have been the subject of a single paper, therefore the
documentation is limited, and they have not been correlated to the
behavior of actual restrained weldments.

One of the most thoroughly documented and economical test
methods appears to be the controlled heating rate test �CHRT�
developed at Rocketdyne in the late 1960s �8�. This test involves
heating a sheet tensile specimen at a rate of 14–17 °C/min to a
given test temperature, then pulling the specimen to failure and
measuring the elongation. The test is performed over a range of
temperatures from about 700 to 900 °C, and the minimum ductil-
ity over that range is the measure of cracking susceptibility for a
given alloy or heat. The test is as economical as a standard tensile
test and can be performed on the same equipment. Fawley and
Prager evaluated several different mechanical tests and found that
the CHRT gave the best correlation to the results of highly con-
trolled and automated restrained circular patch tests, as shown in
Fig. 5. The authors went on to use the CHRT to rank the cracking
susceptibility of several heats of R-41 alloy and evaluate the ef-
fects of heat treatments and test atmosphere on cracking suscep-
tibility. Testing in an inert atmosphere or vacuum was found to
significantly improve resistance to cracking. The most important
parameter determining the resistance of various R-41 alloy heats
to cracking was found to be grain size; cracking susceptibility

increases with larger grain size. The effectiveness of controlling
grain size and heat treating in an inert atmosphere to control
strain-age cracking was later confirmed in production at Rocket-
dyne.

Ranking Susceptibility of Alloys to Strain-Age Cracking.
The controlled heating rate test can be used to rank the suscepti-
bility of commercial alloys to strain-age cracking, as shown in
Fig. 6. The susceptibility of alloys generally increases with the
total content of ��-forming elements, aluminum, titanium, nio-
bium, and tantalum, on an atomic percent basis. Alloys that rely
on niobium for strengthening, such as alloy 718, recover their
ductility more quickly as temperature increases than alloys that
are strengthened with aluminum and titanium alone. Alloys that
perform well in the CHRT also tend to possess favorable hot
working characteristics, because they have good ductility over a
range of temperatures. This is helpful in manufacturing alloys at
an affordable price.

Solidification Cracking. Solidification cracking occurs when
solidification strains exceed the ductility of the solidifying weld
metal due to the formation of low-melting-point liquid films along
solidification grain boundaries. This type of cracking, also known
as hot cracking, frequently occurs along the weld centerline. So-
lidification cracking can be caused by contamination of the weld
fusion zone with sulfur or low-melting-point metals, but some
alloys may crack in the absence of contamination. Alloys vary in
their susceptibility to solidification cracking depending on their
chemical composition. Heat-resistant alloys often contain ele-
ments, such as columbium, silicon, boron, or zirconium, that can
promote solidification cracking.

Solidification Cracking Test Methods. The varestraint test is
perhaps the most common test method used to rank the suscepti-
bility of alloys to solidification cracking. In the test, a bending
strain is applied to a sample while an autogenous gas tungsten arc
weld is in progress �9�. Cracking is induced in the partially solidi-
fied metal at the trailing edge of the weld pool. The level of
applied strain can be varied to tailor the severity of the test to
alloys that are more or less susceptible to cracking. The amount of
cracking is then quantified as the total crack length or maximum
crack distance allowing a ranking of materials with regard to
cracking resistance. The minimum level of augmented strain nec-
essary to produce cracking is another indicator of cracking sus-
ceptibility; a greater critical strain to produce cracking indicates
greater resistance to cracking. The most commonly used ranking
parameter is the maximum crack distance because it is believed to

Fig. 5 Correlation between restrained circular patch test re-
sults and controlled heating rate test „CHRT… minimum elonga-
tion †8‡

Fig. 6 Ranking of the susceptibility of commercial alloys to
strain-age cracking by the controlled heating rate test „CHRT…
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correlate to the solidification temperature range of the alloy. Ad-
ditional research would be of interest to show which varestraint
test ranking parameter best correlates to cracking behavior in ac-
tual weldments. In addition to solidification cracking, the longitu-
dinal varestraint test can also detect susceptibility to some types of
heat-affected zone cracking.

The sigmajig test �10� was developed more recently than the
varestraint test, and offers a more quantitative index of cracking
susceptibility. In the test, stress is applied to a 50�50 mm sheet,
transverse to the welding direction, then an autogenous weld is
made with the gas tungsten arc welding �GTAW� process. The test
is repeated with stepwise increases in the preapplied stress until a
critical stress level to produce cracking is determined. The critical
stress level varies from one alloy to another; higher critical stress
indicates greater resistance to cracking.

When the varestraint and sigmajig tests are both used on the
same set of alloys, the two tests do not always provide exactly the
same results. Maroef et al. used the two tests to investigate the
influence of silicon and iron on the solidification cracking resis-
tance of HR-160 alloy �11�. Both tests indicated the predominant
detrimental effect of silicon. However, the varestraint test indi-
cated a slight detrimental effect of iron, whereas the sigmajig test
indicated a slight beneficial influence of iron. Future research may
shed more light on the relationship between weldability tests and
cracking behavior in actual fabrications.

Elements that are known to increase the susceptibility of nickel-
based alloys to solidification cracking include silicon, boron, zir-
conium, niobium, sulfur, and phosphorus. The detrimental influ-
ence of sulfur and phosphorus is well known, and these elements
are controlled to low levels in modern alloys. However, elements
such as boron, zirconium, silicon, and niobium must be tolerated
in many alloys owing to their beneficial influence on properties
other than weldability.

A comparison of several commercial alloys is given in Fig. 7.
The corrosion resistant alloys HASTELLOY C-2000®, C-276,
and B-3®, which possess excellent resistance to solidification
cracking, are included for comparison. The heat-resistant alloys in
Fig. 7 have greater susceptibility to solidification cracking than
the corrosion resistant alloys owing to the addition of boron and
zirconium in 214 and Waspaloy alloys, niobium in 625 alloy, and
silicon in HR-160 alloy. These alloying additions have a some-
what detrimental effect on weldability, but are necessary to ensure
the service capability of the alloys.

Use of Weldability Testing in Modern Alloy Development.
Both varestraint testing and restrained plate weldment testing
were used to develop a weldable filler metal for 230 alloy. It was
found that boron, added to the base metal to improve creep rup-
ture strength, increased susceptibility of the alloy to solidification

cracking in the weld metal, as shown in Fig. 8 �12�. Thus, a
boron-free weld metal was developed. Ernst showed correlation
between varestraint test results and restrained plate weldment test
results �13�.

In the development of 214 alloy it was necessary to strike a
compromise between two weldability issues: strain-age cracking
and solidification cracking. Boron and zirconium additions im-
prove resistance of the alloy to strain-age cracking, as shown in
Fig. 9. However, boron and zirconium increase susceptibility of
the alloy to both solidification cracking and HAZ liquation crack-
ing �14�. Weldability testing was used to determine the least ad-
dition of boron and zirconium that would be effective in imparting
resistance to strain-age cracking. In addition, a boron- and
zirconium-free filler metal was developed to avoid solidification
cracking. Varestraint testing has also been used to demonstrate
that nitrogen additions to the shielding gas improve the weldabil-
ity of 214 alloy by binding zirconium and boron in the form of
nitrides �15�. This improvement was later confirmed in production
welding.

Alloys 718 and 625 depend on niobium for strengthening.
These alloys are known to be moderately susceptible to solidifi-

Fig. 7 Ranking of the susceptibility of commercial alloys to
solidification cracking by the varestraint test

Fig. 8 Influence of boron content on solidification cracking
resistance of 230 alloy, as indicated by the varestraint test

Fig. 9 Effect of boron and zirconium additions on the strain-
age cracking resistance of 214 alloy, as measured by the con-
trolled heating rate test

360 / Vol. 128, APRIL 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cation cracking due to formation of niobium-rich eutectic-type
products on solidification. Varestraint testing has been used to
show that carbon has an important beneficial influence on solidi-
fication cracking resistance in niobium-bearing alloys by promot-
ing formation of niobium carbide rather than laves phase as the
terminal solidification product �16�. Although the compositions of
718 and 625 are well established, this example illustrates how
weldability test methods reveal information that can be used to
develop alloys with improved weldability.

Selection and Applications of Heat-Resistant Alloys
Multiple factors must be taken into account when selecting al-

loys for demanding applications, including the in-service proper-
ties of an alloy as well as weldability and fabricability. One of the
most important applications of heat-resistant alloys is in gas tur-
bines, such as auxiliary power units �APUs�, aircraft engines, and
industrial gas turbines. The selection of the alloys used in these
applications depends on the conditions of temperature, stresses,
and environment �oxidation, sulfidation, and nitridation�.

Wrought superalloys are used for many applications in aircraft
and industrial gas turbines, including combustors, fuel nozzles,
manifolds, igniters, transitions, casings, seal rings, exhaust, and
noise-suppression components. Combustor alloys are selected for
high-temperature strength, fatigue resistance, and resistance to
oxidation, along with ease of forming and welding. Fabrication of
combustors requires alloys in the form of sheet and plate. The
commonly used combustor alloys include 188, 230, X, 263, 617,
and 625. Combustors most commonly fail by fatigue resulting
from thermal cycling of the combustor and buckling. Because of
increasing requirements for higher thrust in aerospace engines and
higher efficiency in industrial engines, the combustion tempera-
tures continue to be increased. Consequently, alloys such as 188
and 230 are increasingly replacing the less capable alloys, such
as X.

Materials of construction for fuel nozzles, manifolds, and ignit-
ers must possess high-temperature strength and environmental re-
sistance. Required product forms are billet, bar, and casting. Al-
loys 25, 188, and X are commonly used for these components.
Cobalt-based alloys are preferred if the combustion environment
contains sulfur, as with the use of fuel oil, due to their combina-
tion of high-temperature strength, oxidation, and sulfidation resis-
tance.

Transition ducts carry the hot combustion products from the
combustors into the high-pressure turbine section. Fatigue and
buckling are common failure modes for transitions, thus high-
temperature mechanical strength and fatigue resistance are neces-
sary for these components. Alloys in the form of plate and sheet
are required. The alloys used for transitions include X, 263, 617,
and 230.

Alloys for casings are selected based on their combination of
high-temperature tensile and creep strength, fatigue resistance,
and oxidation resistance. Alloys 718 and Waspaloy are commonly
used for construction of casings.

Materials for seal ring construction require high-temperature
strength and ductility for the purpose of ballistic containment.
Furthermore, a low coefficient of thermal expansion is critical.
Alloy 242 is age-hardenable by a novel mechanism of strengthen-
ing by formation of Ni2�Mo,Cr� long-range-ordered domains.
This mechanism also provides 242 alloy with good ductility and

resistance to cracking. In combination with a low coefficient of
thermal expansion, these properties have led to the selection of
242 alloy for seal ring applications.

Exhaust components require materials with high strength at
moderate temperatures, oxidation resistance, and good welding
and forming characteristics. X and 625 alloys are commonly used
for exhaust components.

Conclusions
Alloy selection depends on the specific service requirements

demanded by the application as well as the complexity of fabri-
cation of the component. The lowest cost alloy that meets these
requirements will be selected. Many alloys are available that excel
in one property or another, but may fall short in attributes such as
weldability or thermal stability. In the future, successful alloys
will need to offer not only excellent properties, such as strength
and oxidation resistance, but at the same time possess excellent
weldability and fabricability. This can only be accomplished by
using weldability test methods to screen experimental alloys at
early stages of development. Alloys such 230 and 188 excel in
their combination of high temperature strength and fabricability.
However, there are increasing demands from gas turbine designers
and manufacturers for alloys that surpass these alloys in terms of
strength, yet retain ease of fabricability. Research devoted to de-
velopment of alloys that meet these demanding requirements is
ongoing.
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Contact Dynamic Response With
Misalignment in a Flexible
Rotor/Magnetic Bearing System
This paper investigates the vibration characteristics of rotor displacement signals in a
magnetic bearing system under conditions when rotor contact with auxiliary bearings is
possible. Since these signals may be used for feedback control, it is necessary to deter-
mine how they may affect the ability of the controller to regain rotor levitation. An
experimental system is used to demonstrate the sensitivity of the rotor nonlinear dynamic
behavior to unbalance, which is sufficient to cause contact during rotor run-up through
rigid-body and flexural mode critical speeds. Complex rotor dynamics may involve con-
tact with more than one auxiliary bearing or bush. Application of appropriate rotating
forces to the rotor through a magnetic bearing is also shown to induce similar contact
dynamics. Thus, an alternative procedure for assessing the nonlinear rotor dynamic
behavior is established with the potential for identification of appropriate control forces.
The contact dynamics are also considered in the presence of auxiliary bearing misalign-
ment. Misalignment may arise through physical translation of a housing or through
steady-state offset errors in sensor measurements. A misalignment of 50% of the nominal
radial clearance is applied at an auxiliary bearing. Various contact modes are evident as
the rotor is run up in speed. During rundown, different contact dynamics may be encoun-
tered and the level of such hysteresis is assessed. �DOI: 10.1115/1.2056530�

Introduction
To provide a secondary support and prevent rotor-stator lami-

nation contact in magnetic bearing systems, it is necessary to in-
stall auxiliary bearings or bushes having appropriate radial clear-
ance at a number of axial locations along the rotor. The dynamics
induced when the rotor makes contact with an auxiliary bearing
may have adverse consequences even if the magnetic bearings are
still fully functional. It is important to be able to explain such
behavior in order that controllers may be designed to restore the
rotor to a noncontacting condition. For the well-known case of
backward whirl �1�, contact forces are likely to be significantly
greater than the load capacity of a magnetic bearing. This means
that once backward whirl has become established, it would not be
possible to apply control forces of appropriate magnitude to re-
store position control. However, for other contact modes, restora-
tion of position control without rundown is a feasible option. The
basic problem for control design is that two or more rotor vibra-
tion states may exist for the same unbalance condition, namely, a
single noncontacting orbit state and one or more contact mode
states. Hence a controller designed for unbalance compensation
alone could be inappropriate for a contact mode, resulting in even
harder contact.

There have been many studies on the interaction of a rotor with
a stator component. If the rub is light in the sense that contact
forces do not directly influence the rotor dynamics, frictional heat-
ing of the rotor may lead to thermal bending �2�. In most studies
involving more significant contact forces, magnetic bearing char-
acteristics are not usually considered and the rotor dynamics are
concerned with motion in a clearance circle. However, these pa-
pers reveal the nature and range of nonlinear responses. Analysis
of synchronous rub behavior originates from the works of Johnson
�3� and Black �4�. Subsynchronous response was examined by

Childs �5�, Muszynska �6�, and Ehrich �7�. This led to the study of
chaotic response �8,9�. A useful experimental study was under-
taken by Wu and Flowers �10� to establish regimes of rub and
bouncing modes. Further work by Lawen and Flowers �11,12� and
Flowers et al. �13� focuses on the synchronous dynamics associ-
ated with rotor-auxiliary bearing contact. The papers of Fumagalli
et al. �14� and Fumagalli and Schweitzer �15� are noted for the
measurement of vibration and contact forces associated with high-
speed rotors. In contrast, Kirk et al. �16�, Kirk, �17�, and Schmied
and Pradetto �18� are notable for the experimental procedures in-
volving drop tests with larger industrial rotors.

In recent years, a number of researchers have developed ana-
lytical procedures to investigate the contact problem. Isaksson
�19� examined unbalance response and stability, Markert and We-
gener �20�, Markert et al. �21�, and Wegener and Markert �22�
studied the influence of different contact models in single disk and
multidisk rotor systems. With regard to the contact problem in-
volving a rotor levitated by a magnetic bearing, Ecker �23,24�
considered the problem for a single mass rotor and determined
different regimes of dynamic behavior. Cuesta et al. �25,26� per-
formed experimental tests and developed an analytical model to
identify nonlinearity in the orbit behavior. The present authors
have also developed modeling and experimental methods to re-
store position control of a rotor from a state of contact with an
auxiliary bearing �27–29�. It is acknowledged that other auxiliary
bearing designs have shown potential. Chen et al. �30� provide
details on a novel zero-clearance design. The foil bearing of
Swanson and Heshmat �31� was also shown to function under a
significant range of fault conditions.

This paper considers a flexible rotor/magnetic bearing system,
which contains several critical speeds in the running speed range
corresponding to modes involving rotor flexure. It cannot be sim-
plified to a Jeffcott rotor model since the rigid-body and flexural
modes are not well separated in frequency. The primary objective
is to develop experimental procedures to investigate the rotor dy-
namics induced by contact with one or more auxiliary bearings
and/or bushes. It is proposed that the magnetic bearings may be
used to induce contact by applying appropriate circular forces.
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Misalignment is also investigated, which may arise in practice
through physical translation of a housing or through steady-state
offset errors in sensor measurement signals.

Preliminary Rotor Dynamics
The rotor dynamics may be represented using finite element

analysis, resulting in a matrix equation of the form

Mẍ + C���ẋ + Kx = fw + fu + Bcfc + Buu �1�

For a beam element formulation, the rotor displacement vector x
defines translation and pitch at each element node in two orthogo-
nal planes through the axis of rotation. The damping matrix in Eq.
�1� is speed dependent through gyroscopic effects. Unbalance
forces are generally possible at each element node, whereas con-
tact forces from auxiliary bearings and magnetic bearing forces
apply at specific element nodes. Hence the matrices Bc and Bu are
required to increase the dimensions of fc and u to that of x.

If displacement transducer signals are used for feedback to the
magnetic bearings the measured states are generally a subset of x
according to

xm = Cmx �2�
To stabilize the negative stiffness characteristic and provide a cen-
tralizing effect on the rotor a proportional-integral-derivative
�PID� law may be used. The control force vector is written as

u = − KPCmx − KDCmẋ − KI�
0

t

xm���d� + ur �3�

where ur is a residual magnetic bearing force vector, either from
another control law or from applied test signals. It is taken in Eq.
�3� that any inherent negative magnetic bearing stiffness has been
absorbed into the rotor stiffness matrix. Combining Eqs. �1� and
�3� now gives

Mẍ + �C��� + BuKDCm�ẋ + �K + BuKPCm�x

+ �BuKI�
0

t

xm���d� − fw� = fu + Bcfc + Buur �4�

If the rotor-magnetic bearing system is operating normally with-
out contact with any auxiliary bearing then fc=0. Control forces in
ur may then be used to achieve desired performance objectives,
for example, on vibration and transmitted force levels. In cases of
power loss and rotor drop �14–18�, fc�0, and all control terms in
Eq. �4� need to be deleted. The concern of the present paper is the
operation of the system when control terms remain and contact
with an auxiliary bearing is possible. This may arise, for example,
due to appreciable unbalance over a speed range, a momentary
malfunction, or a disturbance input, such as base motion. The
problem of restoring position control from a contacting to a non-
contacting condition has received little attention. This is a non-
trivial problem since a controller designed to attenuate rotor vi-
bration in a noncontacting condition may increase contact force
levels if applied to the rotor in a contacting condition. This has
been demonstrated in �27–29�, for controllers that utilize the com-
plex synchronous components of measured vibration signals. The
problem arises due to large phase shifts induced in the synchro-
nous components, which may cause the magnetic bearings to ap-
ply inappropriate control forces. Likewise, modification of PID
gain settings may be ineffective and lead to magnetic bearing
saturation problems.

The design of controllers that are able to restore position con-
trol of a rotor from a contacting condition requires an understand-
ing of the influence of the contact dynamics on measurement sig-
nals that are used for feedback. The options are as follows:

�a� undertake detailed analytical and numerical modeling to
establish characteristics of expected measurement signals

�b� apply different unbalance distributions to the rotor and
assess the measured signals in an identification process

�c� use the magnetic bearings to apply forces that are capable
of inducing contact with an auxiliary bearing

Although many studies report modeling as described in option
�a�, the implications for controller design are not covered. Further-
more, almost all modeling is focused on a system with only one
auxiliary bearing. For option �b�, the authors have reported the use
of applied unbalance in �27� to establish control action for resto-
ration of rotor position without contact. However, a problem with
the approach of option �b� is that the rotor must be physically run
up through a speed range with sufficiently high levels of rotor
unbalance to induce contact. If a rotor prototype is available, this
may be feasible, though high contact forces and slip speeds may
result in some degradation of the rotor/auxiliary bearings and,
hence, the identification process.

The option �c� approach was proposed by the authors in �29� on
a theoretical basis. The technique was used successfully for the
purpose of robust controller design, but no experimental valida-
tion of this identification method was given. The orbit induced by
a particular unbalance condition at speed � may be reproduced
using circular forces �ur=Re�Ure

i�t�� applied by the magnetic
bearings at the same frequency. An advantage is that the rotor may
be run at a much lower speed ���, such that uncertain unbal-
ance distributions become insignificant �fu�0�. The assumption
here is that the contact forces are not strongly dependent on the
slip speeds. Since there is the potential of developing an inverse
procedure to establish appropriate control actions, the intention is
to demonstrate experimentally that applying appropriate magnetic
bearing forces may reproduce contact dynamics induced by unbal-
ance.

Figure 1 shows the experimental rotor/magnetic bearing sys-
tem. The rotor is a stainless-steel shaft, of length 2 m and radius
25 mm, on which are mounted four equally spaced disks. Each
disk has a mass of 10 kg and radius 10 cm. Also mounted on the

Fig. 1 Rotor/magnetic bearing facility. Auxiliary bearings „A–
D…, sensors „1–8… at ±45 deg to vertical.
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shaft are lamination stacks for two similar radial magnetic bear-
ings capable of applying 1700 N over a bandwidth of 100 Hz. A
finite element analysis indicated a first free-free flexural mode of
	27 Hz. The magnetic bearing proportional gains were set to give
a nominal rigid-body lateral natural frequency of 15 Hz, while the
derivative gains resulted in 	30% of critical damping. The total
rotor mass was 	100 kg, giving a residual control force capacity
of 	1200 N in each magnetic bearing. Auxiliary rolling element
bearings �B and C� of nominal radial clearance 0.7 mm are inte-
gral to each magnetic bearing. Additionally, two greased, split
bronze bushes �A and D� are located at the ends of the rotor and
close to the two outer disks. These have a nominal radial clear-
ance of 0.9 mm. The rotor was driven by a motor through a uni-
versal coupling. Rotor displacements could be measured using
four eddy current displacement transducer pairs located just in-
board of the end disks ��1,2� and �7,8�� and adjacent to the mag-
netic bearings ��3,4� and �5,6��. The control axes of each magnetic
bearing were arranged at ±45 deg to the vertical, as was the case
with the transducer pairs. The complete base frame of the system
was mounted on isolators to the floor.

Unbalance-Induced Contact
An initial unbalance condition of the rotor was established such

that 	24 Hz the largest orbit was at the nondriven end disk. Also
the rotor could be run up in speed to 30 Hz without contact with
any of the auxiliary bearings or bushes. Further unbalance masses
could then be added at a fixed circumferential location on the
nondriven end disk to induce contact between the rotor and non-
driven end bush. Initially, the nondriven end bush �A� was aligned

to be concentric with the stationary rotor �0% misalignment�,
when levitated under PID control. The integral feedback gain,
which has the effect of centralizing the rotor within the magnetic
bearings, was then set to zero. This did not change the centralized
position of the rotor since static levitation forces had been estab-
lished. However, it was found in trial runs of the rotor involving
contact that a nonzero integral gain led to integrator wind-up,
which resulted in the rotor being pulled hard onto the auxiliary
bearings in a nonrepeatable manner. With the integral gain set to
zero, this undesired dynamic response was eliminated.

Figure 2 shows the results of different unbalance conditions as
the rotor is run up, then down, through the speed range. Specifi-
cally, synchronous components are extracted from a measurement
signal y�t� over the kth period according to

rke
i�k =

1

T��k−1�T

kT

y�t�e−i�tdt �5�

where the phase is referred to a fixed point on the shaft. For
noncircular orbits the synchronous components will depend on the
sensor orientation. Significant transient behavior was allowed to
decay before the synchronous components were extracted. Three
cases are considered with additional unbalances on the nondriven
end disk of 0, 200, and 250 gcm, relative to the initial indetermi-
nate unbalance distribution. The synchronous amplitudes and
phases correspond with sensor 6 at the nondriven end magnetic
bearing and sensor 8 at the nondriven end disk, both arranged at
45 deg �clockwise� to the vertical when viewed from the non-
driven rotor end. The 0 gcm responses did not involve contact
with any auxiliary bearing, though only marginally so given that

Fig. 2 Synchronous amplitudes and phases extracted from measured signals: Unbalance condition 0 gcm „�…,
200 gcm on run-up „�… and rundown „�…, 250 gcm „�…. 0% misalignment.
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the radial clearance close to sensor 8 is 0.9 mm. The phase plots
for 0 gcm indicate significant rotor flexural response for speeds
above 17 Hz. The 200 and 250 gcm responses are similar and
slightly larger than those for 0 gcm at speeds up to 17 Hz. How-
ever, as the speed was increased further, audible contacts were
apparent. For sensor 8, there is a limiting value of 	0.9 mm on

the synchronous amplitudes and the synchronous phases are seen
to deviate significantly from the 0 gcm case, indicating a nonlin-
ear rotor dynamic response with contact. For 200 gcm, contact
behavior ceased around 24 Hz, with the rotor dynamic response
around 40% higher that the 0 gcm response through to 30 Hz. As
the speed was then run down slowly from 30 Hz, the 200 gcm
response remained without contact to 	22 Hz. Contacts then per-
sisted until 17 Hz. Although small, the level of hysteresis in the
response between run-up and rundown is clear.

The sensitivity of the response to unbalance is demonstrated
with the relatively small change from 200 to 250 gcm. In Fig. 2,
there is little to distinguish between synchronous components up
to 17 Hz. However, the 250 gcm responses involved audible con-
tact through to 30 Hz, both on run-up and rundown. Also, contacts
occur both at the nondriven end disk and magnetic bearing, as
evident from the amplitudes at sensors 6 and 8 above 26 Hz.
Figure 3 shows the nature of measured orbits with 250 gcm un-
balance. These are shown with the nominal clearance circles of
bearings A and B. Note that the axial locations of the auxiliary
bearings are slightly different from the sensor pair planes �Fig. 1�.
The orbits are forward whirl in the anti-clockwise sense. The
bounce in the contact mode at sensors 7 and 8 is noted in the
lower left quadrant, possibly the result of small errors in align-
ment.

To consider misalignment influences, the nondriven end bush
�A� was shifted horizontally by 50% of the radial clearance. Using
similar procedures to the 0% misalignment tests, Fig. 4 shows
synchronous responses for two cases of unbalance. With the
200 gcm unbalance the rotor dynamic response was without aux-

Fig. 3 Measured orbits with 0% misalignment condition and
250 gcm unbalance. Orbit dimensions are in millimeters and
rotation is in the anti-clockwise sense within nominal clearance
circles „¯¯¯….

Fig. 4 Synchronous amplitudes and phases extracted from measured signals: Unbalance condition 200 gcm on
run-up „�… and rundown „�…, 250 gcm „�…. 50% misalignment.
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Fig. 5 Measured orbits with 50% misalignment of nondriven end bush to the
left of the origin. Orbit dimensions are in millimeters and rotation is in an anti-
clockwise sense within nominal clearance circles „¯¯¯….

Fig. 6 Synchronous amplitudes and phases extracted from measured signals at circular forcing frequency of 24 Hz
and rotor speed 2 Hz. No rotor contact is indicated by �, and rotor contact by �.
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iliary bearing contact up to 16 Hz. Audible contacts were apparent
from 16 to 26 Hz, which the ceased up to 30 Hz. The audible
contacts coincided with nonlinear behavior, ending with the sharp
drop in phases at 26 Hz for both sensors 6 and 8. As the rotor was
run down from 30 Hz, audible contacts became evident just over
22 Hz through to 16 Hz. The nonlinear behavior on the rundown
begins with the sharp rise in the phase around 22 Hz, associated
with sensor 8 only. In contrast, the 250 gcm responses involved
rotor/auxiliary bearing contact between 16 and 30 Hz on both
run-up and rundown. Figure 5 shows examples of the measured
orbits. The 50% misalignment condition corresponds with a trans-
lation of the nondriven end bush to the left by 0.45 mm relative to
the origin. The orbits are forward whirl in the anti-clockwise sense
and are of increased complexity compared to those of Fig. 3. At
least two different types of contact mode are seen. At 22 and
29 Hz, misalignment induces more bounce on the left-hand orbit
side with rub on the right-hand side.

Magnetic Bearing-Induced Contact

The previous results indicate how nonlinear rotor dynamic re-
sponse behavior is sensitive to the unbalance condition. The un-
balance tests were undertaken using an experimental system spe-
cifically designed to exhibit rotor flexural modes below 30 Hz.
Typical industrial systems may operate well above this speed,
which could present practical difficulties, such as frictional heat-
ing, in the undertaking of similar tests. As an alternative, it is
proposed to carry out tests at an artificially low running speed, and
then to superimpose circular forcing from a magnetic bearing at a
frequency equivalent to a realistic operating speed. This is more
controllable than the direct unbalance approach since the applied
forces can be removed quickly in the event of severe rotor dy-
namic response. To validate the procedure, an artificially low run-
ning speed of 2 Hz was selected to guarantee positive slip be-
tween the rotor and auxiliary bushes/bearings for responses in the

Fig. 7 Measured orbits with 0% misalignment condition under circular forcing
from nondriven end magnetic bearing at 24 Hz with rotor speed 2 Hz. Orbit
dimensions are in millimeters within nominal clearance circles „¯¯¯….

Fig. 8 Measured orbits with 50% misalignment condition under circular forc-
ing from nondriven end magnetic bearing at 24 Hz with rotor speed 2 Hz. Orbit
dimensions are in millimeters within nominal clearance circles „¯¯¯….
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previous section. Positive forward circular forcing was then ap-
plied through the nondriven end magnetic bearing at 24 Hz be-
cause this coincided with a transition region between linear and
nonlinear response for the unbalance tests. The circular force am-
plitude was varied over a range sufficient to induce contact.

Figure 6 shows the amplitudes and phases at 24 Hz extracted
from measured signals at sensor 8. For 0% misalignment, the first
audible contacts were experienced at 550 N forcing amplitude and
persisted through to the chosen upper limit of 800 N. The forcing
amplitude was then slowly reduced, and contacts were audible
until 510 N. This can be concluded from the amplitude and phase
data presented in Fig. 6. The plots show clear jumps in amplitude
and phase, indicating deviation from linear behavior, at the force
amplitudes stated. It was also found that contacts occurred at more
that one auxiliary bush/bearing location. For the 50% misalign-
ment condition, a 300 N amplitude was sufficient to induce con-
tact with the nondriven end bush. The contact tended to occur at a
localized point, which rotated clockwise until the force amplitude
reached 420 N. Thereafter, a change in the mode of response oc-
curred, which persisted to the upper limit of 800 N. As the force
amplitude was slowly reduced, the second nonlinear mode was
evident until 400 N, after which the response reverted to the lo-
calized point contact response. Selected orbits are shown in Figs.
7 and 8. For force amplitudes at which two types of response
mode occurred, orbits for both cases are shown. It is now clear
that the characteristics of the orbits induced by unbalance in Fig.
3 are also evident in the magnetic bearing-induced orbits of Fig. 7.
Similarly, comparison of the orbits in Figs. 5 and 8 indicates that
the nonlinear responses are equivalent. The reproduction of the
complex detail in the orbits at the nondriven end bush is signifi-
cant.

Conclusions
Magnetic bearings have been used to reproduce the character-

istics of nonlinear orbits involving contact that are generated by
appreciable unbalance. It has been shown that the rotor dynamic
responses induced by contacts with auxiliary bearings and bushes
could be correlated with those induced by circular forces applied
through a magnetic bearing. Significantly, the responses generated
by a magnetic bearing were undertaken at an artificially low run-
ning speed, thereby removing practical difficulties of obtaining
direct unbalance responses at higher speeds. Comparable results
were obtained for an end bush, both in alignment and misaligned
by 50% of the radial clearance.

An alternative experimental approach for the study of rotor
contact with auxiliary bearings or bushes has been demonstrated.
Moreover, the complex orbit characteristics involving asymmetric
bounce and rub were obtained without the need to perform de-
tailed nonlinear dynamic analysis and simulation. The potential
exists to identify appropriate control forces to restore a rotor from
a condition of dynamic contact to one without contact. These will
depend on the level of contact and degree of misalignment and
will be the subject of future control strategy development.
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Nomenclature
Bc ,Bu � force distribution matrices
C��� � rotor damping/gyroscopic matrix

Cm � transformation matrix
fc � vector of contact force components, N
fu � vector of unbalance force components, N
fw � vector of static force �e.g., weight� compo-

nents, N
k � signifies kth synchronous period

K � rotor stiffness matrix
K� � PID gain matrices ��= P , I ,D�
M � rotor mass matrix
rk � amplitude of kth synchronous component, m
t � time variable, s

T � synchronous period �2� /��, s
u � magnetic bearing force vector, N

ur ,Ur � applied magnetic bearing forces, N
x � rotor displacement vector

xm � vector of measured displacement states
y � general measurement signal

�k � phase of kth synchronous component, rad
� ,� � running speed/forcing frequency, rad/s
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Stainless Steels With Improved
Oxidation Resistance
for Recuperators
New materials are being evaluated to replace type 347 stainless steel in microturbine
recuperators operating at higher temperatures in order to increase the efficiency of the
microturbine. Commercial alloys 120 and 625 are being tested along with potentially
lower cost substitutes, such as Fe-20Cr-25Ni and Fe-20Cr-20Ni. Long-term testing of
these materials at 650–700 °C shows excellent corrosion resistance to a simulated ex-
haust gas environment. Testing at 800 °C has been used to further differentiate the per-
formance of the various materials. The depletion of Cr from foils of these materials is
being used to evaluate the rate of attack. Although those alloys with the highest Ni and Cr
contents have longer lives in this environment, lower alloyed steels may have sufficient
protection at a lower cost. �DOI: 10.1115/1.2056531�

Introduction
The August 2003 blackout in eastern North America exposed

the critical problem of overloaded transmission lines. Utilities,
faced with deregulation, have not sufficiently invested in the
power transmission grid and any upgrades will require significant
time and resources. An alternative solution to this critical problem
is distributed generation. Producing electricity closer to the user
reduces the load on the transmission grid. Among the possible
generation technologies, small �25–300 kW� gas turbines or mi-
croturbines �1,2� can operate on multiple fuels while producing
lower emissions than similar-sized reciprocating engines. Even
before this recent crisis, microturbines were finding applications
in manufacturing and service industries concerned with power
quality, using sour gas from oilfields and with producers of bio-
gas, including landfills, wastewater treatment facilities, and farms
�3–5�. One of the added benefits of on-site generation is that waste
heat from the turbine can be used for heating water, climate con-
trol, or a manufacturing process �such as drying�.

Two current problems facing microturbines are cost and effi-
ciency �currently �30%�. Because of their small size and simple,
single-shaft design, there are few opportunities to improve the
efficiency of microturbines except by increasing the efficiency of
the recuperator �i.e., heat exchanger� and by increasing the turbine
inlet temperature, which also would increase the temperature of
the gas entering the recuperator �6�. Thus, the recuperator, which
already is the most expensive part of the system, is one focus area
of the U.S. Department of Energy’s Distributed Energy and Elec-
trical Reliability Program to improve the efficiency of microtur-
bines �7�.

There are a wide range of recuperator designs, but most employ
some thin-walled components in order to maximize specific heat
transfer �6,8�. Type 347 stainless-steel foil �75–125 �m, 3–5 mil
thick� has been the material of choice for recuperators because of
its combination of creep and corrosion resistance. However, as
recuperator temperatures have moved above �600 °C �1100 °F�,
durability problems have been encountered. Thus, a materials test-
ing and development program was begun at Oak Ridge National
Laboratory �ORNL� to address materials issues for higher effi-

ciency recuperators �8–20�. Although it has been possible to im-
prove the creep properties of type 347 stainless steel by modifying
the processing and chemistry �9,17,19�, it has not been possible to
significantly improve its corrosion resistance. Like other Fe-based
alloys, type 347 stainless steel is subject to accelerated attack
�AA� when exposed to steam or water vapor at �650 °C
�10,11,13,15,16,19–27�, which is present in turbine exhaust gas.
Although this type of attack can be tolerated in, for example,
thick-walled steam tubing, thin cross sections are quickly con-
sumed because of their limited reservoir of Cr, which is needed to
form a protective external scale. Thus, in order to improve effi-
ciency and increase the operating temperature of the recuperator
above 600 °C while maintaining durability of �40,000 hr, a new
foil material will be required. Corrosion will be a primary issue in
determining durability.

The performance of two groups of alloys will be presented in
this paper. The first group are more highly alloyed commercial
alloys, a Fe-based alloy, 120 and a Ni-based alloy, 625. These
alloys are 3–5 times more expensive than type 347 stainless steel.
The second group are stainless steels, not currently produced com-
mercially as foil, that have slightly higher Cr and Ni contents than
type 347 stainless steel. These alloys are hoped to result in a
�50% higher material cost. As expected, the first group has better
corrosion resistance than the second group. However, because cost
is a major issue with the implementation of microturbines, the
second group may be key to allowing recuperator operating tem-
peratures to move up to 700 °C. Thus, this group is the main focus
of the ORNL alloy development program which is now moving
into mill scale foil production.

Experimental Procedure
The chemical compositions of selected alloys examined in this

study are listed in Table 1. Some of the materials were obtained
from commercial vendors in foil form, while others were obtained
in thicker sections and then hot and cold rolled at ORNL to
�100 �m thickness with average grain sizes given in Table 1.
Model alloys were vacuum induction melted at ORNL and hot
and cold rolled to 1.25 mm sheet. After the final cold-rolling step,
the sheets were annealed in Ar for 2 min at 1000 °C. Selected
alloys were then rolled to foil under similar conditions as used for
the commercial alloys.

Foil specimens ��12 mm�18 mm�100 �m� were tested in
the as-rolled conditions and similar-sized sheet specimens were
polished to a 600 SiC grit finish. The specimens were cleaned in
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acetone and methanol prior to oxidation and mass changes were
measured using a Mettler-Toledo model AG245 balance. Expo-
sures were 100 hr cycles at 650, 700, or 800 °C.

Oxidation exposures in humid air were conducted by flowing
the gas at 850 cc/min through an alumina tube that was inside a
resistively heated tube furnace. Distilled water was atomized into
the flowing gas stream above its condensation temperature and
heated to the reaction temperature within the alumina tube. Water
was collected and measured after flowing through the tube to cal-
culate its concentration and calibrate the amount of injected water.
A water content of 10 vol. % was used for these experiments. For
testing in air, the alumina furnace tubes were not sealed. Up to 40
specimens were positioned in alumina boats in the furnace hot
zone so as to expose the specimen faces to the flowing gas. After
oxidation, selected specimens were Cu-plated and sectioned for
metallographic analysis and electron probe microanalysis �EPMA�
to determine Cr depletion.

Results

Overview of Oxidation in Water Vapor. The effect of water
vapor currently is being studied by several research groups but
there is no widely accepted mechanism for its role in reducing the
corrosion resistance of chromia-forming stainless steels. Figure 1
gives a schematic representation of the current understanding
about the role of water vapor on the oxidation of an austenitic
stainless steel like type 347. In dry laboratory air, a protective

Cr-rich oxide scale forms on the surface of type 347 stainless steel
and thickens with time following a parabolic rate law. Foil speci-
mens �100 �m thick� have been exposed for over 40,000 hr at
650 °C and 25,000 h at 700 °C to confirm the long-term behavior.
The addition of water vapor to the gas stream leads to effects such
as faster oxide scale growth and increased evaporation of Cr2O3
from the scale as CrO2�OH�2 �25�. The net specimen mass change
��Mspecimen� measured after exposure in this type of environment
can then be simply expressed as

�Mspecimen = �Moxide growth − �Mevaporation − �Mspallation �1�
Thus, if the loss due to evaporation is high enough, then a net
mass loss is measured without any oxide scale spallation. Both
mechanisms result in an increased Cr consumption rate in the
metal compared to oxidation in dry air. Because the diffusion rate
of Cr in the metal is not fast enough relative to the consumption
rate, a Cr depleted region forms in the metal near the surface
�27–29�. After some incubation time �10,23,27�, nodules of FeOx
begin to form. Whether the nodules form due to the Cr depletion
in the adjacent metal substrate or some other mechanism has not
been determined. However, it has been demonstrated that increas-
ing the Cr and/or Ni content in the alloy increases the time to AA
or prevents it from occurring �10,15,16,27�. After the nodules
form, they tend to grow laterally �Fig. 1�c�� until a complete layer
of Fe-rich oxide forms �30�. This results in a large specimen mass
gain. An underlying layer of �Fe,Cr�Ox also is observed. When
these layers thicken sufficiently, they tend to spall during thermal
cycling ��Mspallation�, which can lead to large specimen mass
losses.

Oxidation Results at 650 °C. Mass gain data for various alloy
foils at 650 °C in humid air are shown in Fig. 2. Several versions
of type 347 stainless steel all showed AA before 2000 hr follow-
ing the mechanism shown in Fig. 1. Foils with higher Cr contents,

Table 1 Alloy chemical compositions „weight percent… and average grain sizes „microns… of
the 100 �m foil materials

Cr Ni Mn Si Other Grain Size ��m�

Type 347 17.8 9.9 1.6 0.5 0.5Nb 5
20/25/Nb 20.3 24.7 1.0 0.4 1.5Mo,0.2Nb 16
120 24.7 37.6 0.7 0.2 0.6Nb, 0.3Mo, 0.2Cu 23
625 23.1 63.8 0.04 0.2 8.9Mo, 4Nb, 3Fe 12
Fe-20/20+MS 19.8 19.8 1.7 0.3 0.01Ce 25
Fe-20/20+4Mn 20.9 20.8 3.8 0.2 0.3Nb,0.3Cu,0.3Mo 10
Fe-15/15+Al 15.1 15.8 4.8 0.2 3.8Al, 4Cu, 0.4Nb 30

Fig. 1 Schematic of oxidation of type 347 stainless steel in dry
air „a… and humid air „b,c…. With minimal water vapor in the
environment „a…, a protective scale forms that thickens with
time at temperature. With the addition of water vapor „b…, there
is an increase in the scale growth rate and increased evapora-
tion of Cr2O3 as CrO2„OH…2. These result in increased Cr con-
sumption and depletion of Cr in the substrate near the surface.
With continued exposure, nodules of FeOx begin to form and
grow with time „c…. Eventually, the nodules grow together form-
ing a duplex scale with an outer FeOx layer and an inner
„Fe,Cr…Ox layer.

Fig. 2 Specimen mass gains for various foil „100 �m thick…
materials during 100 hr cycles in humid air at 650 °C. Several
versions of type 347 stainless steel showed AA after <2000 hr
of exposure, whereas more highly alloyed materials have not
shown AA after 8000 hr.
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20/25/Nb, 120, 625 all showed low mass gains after more than
8000 hr of testing. The small mass losses for the latter two alloys
are attributed to volatilization of CrO2�OH�2 rather than scale
spallation. Sheet specimens �0.7 mm thick� of a developmental
alloy, Fe-20Cr-20Ni-4Mn also are being evaluated under these
conditions; a specimen has not shown AA after a 6000 hr expo-
sure. Its higher mass gain compared to the higher alloyed foils is
attributed to its high Mn content �Table 1�.

An example of the scale morphology formed by AA is shown in
cross-section in Fig. 3�a�. In some regions of the specimen, a
complete duplex layer has formed while in other areas nodules of
various sizes are present. This was illustrated schematically in Fig.
1. In contrast, one specimen of 20/25/Nb foil was stopped after
5000 hr for characterization and showed a thin protective scale
�Fig. 3�b��.

Oxidation Results at 700 °C. At higher test temperatures, dif-
ferences in corrosion behavior are observed because of the mul-
tiple temperature-dependent mechanisms responsible for AA: dif-
fusion in the alloy, growth of the external scale, and volatilization
of CrO2�OH�2. The biggest difference between the 650 and
700 °C results is that AA was not observed on mill rolled 347 foil
until after 7500 hr �Fig. 4�. Type 347 foil rolled at ORNL with a
coarser grain size began to show AA immediately �16�. As at
650°C, the foil specimens of higher alloyed materials all show

low mass gains or slight mass losses. Again, a specimen mass loss
is attributed to evaporation of the Cr-rich reaction product being
greater than the mass loss due to oxide scale formation �Eq. �1��.
Two versions of alloy 120 are being tested at this temperature.
One foil was made commercially and the other other was rolled at
ORNL. The ORNL-rolled 120 foil had a 13 �m average grain
size, which was somewhat smaller than the commercially rolled
foil �Table 1�. However, unlike the 347 foils, the 120 foils are
showing similar performance after �8000 hr of testing. Testing is
continuing on the foils with low mass gains. However, one speci-
men of 20/25/Nb foil was removed from the test for character-
ization after 5000 hr. The thin surface oxide is shown in Fig. 3�c�.
Additional characterization is being performed to examine the fea-
tures in the metal below the surface scale �arrows�. These could be
voids or some type of internal oxidation.

Developmental alloys also are being evaluated at 700 °C. The
mass gains for both foil and sheet specimens of a Fe-20Cr-20Ni-
4Mn are shown in Fig. 4. As at 650 °C, the higher mass gains for
this material are attributed to faster scale growth �20�, primarily
due to the higher Mn content. The mass gain also may be higher
because a Mn-rich scale is believed to suppress volatilization �31�,
which is reducing the mass gains of the other alloys.

In order to better understand the role of alloy composition,
especially minor alloy additions, testing also is continuing on
sheet specimens �1.2 mm thick� of model alloys. Figure 5 shows
results for several model alloys with and without minor alloy ad-
ditions. A specimen of Fe-20Cr-20Ni showed AA after �2000 hr.
Additions of Mn and Si have been found to be the most critical in
preventing AA. However, for a base alloy of Fe-16Cr-15Ni, the
Mn and Si additions did not prevent AA �16,20�. At longer times,
the specimen of Fe-16Cr-20Ni+Mn/Si is beginning to show in-
creased mass gain typical of AA. Specimens with 20Cr and Mn
and Si have not shown AA after more than 5000 hr of testing. The
mass gain for the specimen of Fe-20Cr-20Ni-1.7Mn-0.2Si is much
lower than that for the developmental alloy with 3.8%Mn and
other elements to increase the creep strength. Further work is
needed to optimize the composition of this alloy.

Oxidation Results at 800 °C. Testing also is being conducted
at higher temperatures in order to accelerate the corrosion testing
and because higher temperature recuperator materials may be
needed �6�. This temperature is beyond the capability of type 347
stainless steel from a creep strength standpoint and AA was ob-
served for all 347 foils in less than 1000 hr �Fig. 6�. Several
20/25/Nb foil specimens have been run with varying results. In
one case, the mass gain remained relatively low, whereas in the

Fig. 3 Light microscopy of polished cross sections of 100 �m
foils after exposure in humid air: „a… commercial 347 foil after
2000 hr at 650 °C, „b… 20/25/Nb foil after 5000 hr at 650 °C, and
„c… 20/25/Nb foil after 5000 hr at 700 °C

Fig. 4 Specimen mass gains for various foil „100 �m thick…
materials during 100 hr cycles in humid air at 700 °C

Fig. 5 Specimen mass changes for model Fe-Cr-Ni alloys
„specified by their Cr/Ni contents… during 100 hr cycles at
700 °C in humid air. Designations with +MS indicate Mn and Si
additions.
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other cases discrete jumps in the mass gain were observed fol-
lowed by low mass gains or slight mass losses. These rapid in-
creases appear to be localized nodule formation where the nodules
did not continue to grow. One foil specimen was removed from
the test after 5000 hr, while two others have been run to 6000 and
7000 hr, respectively, where they began to exhibit a continuous
increase in mass gain suggesting the onset of AA. Figure 7�a�
shows the 20/25/Nb foil specimen after 5000 hr. Some oxide
nodules were observed, but most of the scale was uniform and
3–4 �m thick. Figures 7�b� and 7�c� show the 20/25/Nb speci-
mens exposed for 6000 hr. In some areas, large oxide nodules
were observed and, based on the mass gain increase over the last
1500 hr of exposure, these nodules were growing. In areas without
nodules, the scale was thicker and more convoluted than after
5000 hr, Fig. 7�c�. Despite the relatively low mass gain for this
specimen, the formation of a relatively thick scale suggests that
significant mass losses occurred due to evaporation �see Eq. �1��.
The mass increase for a�6 �m thick scale should be 1 mg/cm2.

Foil specimens of alloy 625 and 120 have not exhibited any
rapid mass increases during testing at 800 °C. Instead, they have
shown relatively low mass gains or slight mass losses typical of

the combination of scale growth and evaporation. The foil speci-
men of alloy 120 has been tested past 7500 hr without showing
any signs of AA as was observed for 20/25/Nb. The longer time
before AA for this alloy was expected because of its higher Cr and
Ni contents. Exposure of the alloy 625 specimen was stopped
after 6000 hr for characterization. A cross section of this foil is
shown in Fig. 7�d�. Again, a substantial oxide scale has formed
suggesting that significant loss of Cr occurred in order to result in
a net mass loss after 6000 hr �Fig. 6�.

Sheet specimens of the developmental Fe-20Cr-20Ni-4Mn al-
loy also are being tested �Fig. 6�. The sheet specimen had a higher
rate of mass gain during the first 1000 hr than the foil materials,
but at longer times the rate of increase has decreased. Foil speci-
mens of this material have only been tested for 2000 hr at this
time and have shown a relatively high mass gain rate.

Testing sheet specimens of model alloys at 800 °C has helped
differentiate their performance �Fig. 8�. The specimen with Fe-
20Cr-20Ni has shown a longer time to AA than any of the other
materials with lower Cr or Ni contents and Mn and Si additions.
Alumina scales are known to be more resistant to humid environ-
ments because Al2O3 is less susceptible to hydroxide formation.
This has been shown for both alumina-forming alloys �11,13� and
aluminide coatings �32�. One alloy has been made with a 3.8% Al
addition and has shown better resistance to AA than the other
alloys. Because the corrosion resistance is due to the Al, the Cr
and Ni contents were lowered to 15–16 % �Table 1�.

Characterization by EPMA. Because of the inconsistencies
between the mass gain data in Fig. 6 and the cross sections in Fig.
7, additional characterization was performed on the foil specimens
to determine the extent of Cr depletion. Figure 9 shows Cr EPMA
profiles for several 20/25/Nb specimens. The specimen exposed
for 6000 hr in humid air �squares� shows a significant Cr loss
along with an overall loss in gage thickness to 80–85 �m from
100 �m. �The mass gain for this specimen is shown in Fig. 6 and
the cross section in Figs. 7�b� and 7�c�.� Overall, �45% of the
initial Cr reservoir has been consumed based on the starting Cr
content and specimen thickness. �Some of the data points showing
higher Cr contents are attributed to Cr-rich � phase or carbide
particles.� In contrast, after a 5000 hr exposure in humid air
�circles in Fig. 9�, the Cr content is significantly higher with only
�28% of the Cr consumed. One interesting feature of this profile
is the strong Cr depletion near both surfaces. This may be the
precursor to AA that has already occurred in the specimen ex-
posed for an additional 1000 hr. In order to illustrate the role of

Fig. 6 Specimen mass gains for various foil „100 �m thick…
materials during 100 hr cycles in humid air at 800 °C

Fig. 7 Light microscopy of polished cross sections of ORNL-
rolled 100 �m foils after exposure in humid air at 800 °C: „a…
20/25/Nb for 5000 hr „b,c… 20/25/Nb for 6000 hr, and „d… alloy
625 for 6000 hr

Fig. 8 Specimen mass gains for various model alloys „1.2 mm
thick specimens… with different Cr/Ni contents and additions of
Mn and Si during 100 hr cycles in humid air at 800 °C. Adding
3.8% Al significantly improved the resistance to AA.
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water vapor, a foil exposed for 5000 hr in laboratory air also was
sectioned and profiled �triangles in Fig. 9�. This specimen showed
only a minimal Cr depletion, mainly near the surfaces. Only 9%
of the Cr was consumed from the estimated starting reservoir,
suggesting that the addition of 10% water vapor increased the Cr
consumption rate by a factor of 3 at 800 °C. Clearly, this material
could not be expected to meet any reasonably long recuperator
durability goal at this temperature.

Because of the high Cr depletion observed in 20/25/Nb foils,
profiles were made of 625 foils to see if similar depletion was
occurring. Figure 10 shows profiles for two different 625 foils that
were 120–130 �m thick. The profiles are more erratic in this ma-
terial because of the formation of intermetallic phases rich in Mo
or Nb which increases the variability of the Cr content �e.g.,
higher Cr content in the phases low in Mo and Nb�. For the
specimen exposed for 6000 hr in humid air at 800 °C, Cr deple-
tion was found, especially near the surfaces. Based on the starting
Cr reservoir, approximately 25% of the Cr was consumed. In con-
trast, a specimen exposed for 5000 hr in laboratory air showed
much less depletion, especially near the metal-scale interface and
only 12% of the Cr was consumed. A third specimen �not shown�

exposed for only 1000 hr in humid air showed only 8% Cr
consumption.

Studying the Cr depletion appears to be a useful method for
quantifying the rate of attack and studying the role of water vapor.
One area of interest has been the role of Ni in improving resis-
tance to AA. Initial work has compared the Cr depletion profiles
in two model alloys Fe-20Cr-10Ni and Fe-20Cr-30Ni after 100 hr
at 650 °C �Fig. 11�. The profiles showed a large amount of vari-
ability after this short exposure, but no clear difference between
the two Ni contents. Further work is being conducted to study this
effect.

Discussion
If microturbines are to achieve higher electrical generation ef-

ficiencies, it is very likely that higher turbine inlet temperatures
will be required. This increase will require the recuperator to op-
erate at a higher temperature than type 347 can withstand, and a
new material or materials will be required. The type of recuperator
will determine the exact properties needed for this material but
most use thin-walled components that need durability on the order
of 40,000 hr. Thus, oxidation resistance is a primary requirement.

Laboratory testing of various foils has shown that there are
materials available that can withstand much higher temperatures
than type 347 stainless steel. Certainly a Ni-based alloy, like alloy
625, will meet most creep and corrosion requirements for a recu-
perator. Since AA is associated with the rapid oxidation of Fe, it is
unclear if water-vapor-assisted corrosion is even a major concern
for Ni-based alloys. A highly alloyed material, like alloy 120, also
is very corrosion resistant and has not shown any AA in any of the
tests conducted to date. However, the important secondary issue
then becomes cost.

Ideally, the lowest cost solution would be a minor alloy addi-
tion or small change to type 347 stainless steel. Some improve-
ment in 650 °C resistance to AA has been observed in modified
composition 347 foils with improved creep strength �19�. How-
ever, the corrosion performance at 700 °C was not as promising.

Based on model alloy results, boosting the Cr and Ni contents
into the 20% range provides the most likely opportunity to sig-
nificantly improve the oxidation resistance at a modest cost in-
crease. Therefore, most of the development work has focused on
Fe-20Cr-20Ni and Fe-20Cr-25Ni. Alloys with these base compo-
sitions have shown excellent corrosion resistance at 650–700 °C
in humid air for test times �5000 hr.

The primary means of assessing performance in these long-term
tests has been specimen mass change. Because of the extremely

Fig. 9 Electron microprobe Cr profiles across 20/25/Nb foils
after various exposures in humid and dry air at 800 °C. The
addition of water vapor to the environment significantly in-
creased the Cr consumption rate from the foils.

Fig. 10 Electron microprobe Cr profiles across 625 foils after
various exposures at 800 °C. The addition of water vapor to the
environment increased the Cr consumption rate from the foils.

Fig. 11 Electron microprobe Cr profiles into model alloys after
100 hr exposures in humid air at 650 °C. The different Ni con-
tents did not significantly change the profiles.
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rapid mass gain increase associated with AA, this has been a good
indicator of the difference between protective scale formation and
AA. However, as the emphasis changes to more corrosion-
resistant compositions, reliance on mass gain may not be suffi-
cient to truly evaluate performance and especially to predict the
useful lifetime of the material. �For a foil material, the component
lifetime likely will be similar to the incubation time before the
onset of AA because, once AA begins, the rate of metal consump-
tion will be greatly increased, e.g., Fig. 9.� Lifetime predictions
will require data extrapolation because the long-term goal is a
recuperator lifetime of �40,000 hr.

Comparing the specimen mass changes �Fig. 6� to the scales
formed at 800 °C �Fig. 7� indicates an inability of mass change to
truly assess performance. Measuring the residual Cr profiles in
foil specimens appears to be a more reliable means of assessing
performance and predicting lifetime and has been used in other
studies �27�. These results for foils exposed at 800 °C show deple-
tion to a degree, which brings into question whether any iron-
based, chromia-forming alloy can be used in this application at
800 °C. Thus, the development of an Fe-based austenitic alumina-
forming alloy may be an excellent long-term goal for this pro-
gram.

Regarding the 800 °C depletion rates, it is important to empha-
size that these foils were exposed under very specific conditions.
The proposed mechanism for corrosion in this environment sug-
gests that changing the gas composition and velocity will alter the
rate of Cr consumption. Exhaust gas should have lower water
vapor content, which would presumably decrease the evaporation
rate, but a much higher gas velocity in the recuperator should
increase the rate. These are issues that need to be explored in the
ORNL microturbine test facility �14�. Ultimately, knowing the Cr
depletion rate as a function of temperature, gas composition, and
velocity will allow for the best lifetime predictions and alloy se-
lection. Also, determining the Cr depletion rate will be the best
way of optimizing the additions of Mn and Si. Current reliance on
mass change may produce misleading conclusions. However, Cr
depletion measurements are easier to quantify on foil specimens
than on sheet specimens where the Cr reservoir is much larger.

Summary
The accelerated corrosion attack associated with the presence of

water vapor in exhaust gas limits the temperature at which type
347 stainless steel can be used for a microturbine recuperator. Foil
specimens of several candidate alloys are being studied in a long-
term testing program. These alloys generally show better corro-
sion resistance in these environments at 650–800 °C. A represen-
tative Ni-base alloy, 625, shows excellent corrosion resistance in
foil form as did alloy 120 �Fe-37Ni-25Cr�. However, these mate-
rials may be too expensive for microturbines. Therefore, less ex-
pensive alternatives based on Fe-20Cr-20Ni and Fe-20Cr-25Ni are
being explored in the ORNL alloy development program. Initial
results show excellent corrosion resistance for these materials in
humid air. However, the Cr depletion rates at 800 °C suggest that
these materials will be limited to �700–725 °C if 40,000 hr du-
rability is required. Alloys in this composition range are being
selected for mill-scale fabrication and eventual engine testing.
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Study of High Load Operation
Limit Expansion for Gasoline
Compression Ignition Engines
In this research, combustion characteristics of gasoline compression ignition engines
have been analyzed numerically and experimentally with the aim of expanding the high
load operation limit. The mechanism limiting high load operation under homogeneous
charge compression ignition (HCCI) combustion was clarified. It was confirmed that
retarding the combustion timing from top dead center (TDC) is an effective way to prevent
knocking. However, with retarded combustion, combustion timing is substantially influ-
enced by cycle-to-cycle variation of in-cylinder conditions. Therefore, an ignition timing
control method is required to achieve stable retarded combustion. Using numerical analy-
sis, it was found that ignition timing control could be achieved by creating a fuel-rich
zone at the center of the cylinder. The fuel-rich zone works as an ignition source to ignite
the surrounding fuel-lean zone. In this way, combustion consists of two separate auto-
ignitions and is thus called two-step combustion. In the simulation, the high load opera-
tion limit was expanded using two-step combustion. An engine system identical to a
direct-injection gasoline (DIG) engine was then used to validate two-step combustion
experimentally. An air-fuel distribution was created by splitting fuel injection into first and
second injections. The spark plug was used to ignite the first combustion. This combustion
process might better be called spark-ignited compression ignition combustion (SI-CI com-
bustion). Using the spark plug, stable two-step combustion was achieved, thereby vali-
dating a means of expanding the operation limit of gasoline compression ignition engines
toward a higher load range. �DOI: 10.1115/1.1805548�

Introduction

In recent years, homogeneous charge compression ignition
�HCCI� has been the focus of much interest as a key technology
for obtaining low emissions and high efficiency simultaneously
�1,2�. Nitrogen oxide (NOx) emissions can be greatly reduced
with this combustion process �3,4�. Researchers have been exam-
ining auto-ignition combustion using a variety of fuels, such as
diesel fuel �5–7�, methanol �8�, and natural gas �9�. There are
some reports about using a dual fuel mixture for auto-ignition
combustion �10�. With regard to compression auto-ignition com-
bustion of gasoline fuel, Onishi et al. �11� and Ishibashi et al. �12�
reported an improvement in combustion under low loads in a two-
stroke engine, and Aoyama et al. �13� achieved compression auto-
ignition combustion in a four-stroke engine using a high compres-
sion ratio of 17.4:1. With all of the fuels and combustion
processes that have been tried, one major issue is that the engine
speed and load range for obtaining stable combustion is narrow
due to the occurrence of knocking and misfiring �14,15�. It is
difficult to control the ignition timing and combustion speed, since
these combustion characteristics are greatly affected by the engine
operating parameters, including the engine speed, engine load,
air-fuel ratio, intake temperature, and intake pressure �16,17�.

To expand the high load operation limit, it is necessary to ana-
lyze the combustion characteristics of high load operation. In pre-
vious research, the authors developed a new auto-ignition com-
bustion model for performing one-dimensional engine cycle
simulations to investigate the characteristics of compression igni-
tion combustion in gasoline engines �18�. In the present research,
this engine cycle simulation method was used to analyze combus-
tion characteristics under high load operation. The results sug-
gested that knocking was caused by a rapid pressure increase in

terms of dP/dtmax . It was confirmed that slow or moderate com-
bustion and retarded ignition timing are desirable for preventing
knocking.

A statistical analysis was then conducted using various experi-
mental data to clarify the phenomena determining the high load
limit. It was found that with HCCI combustion, a stable combus-
tion region was defined by three limits, namely, the engine stabil-
ity limit, knocking limit, and misfire limit. The knocking limit was
defined by rapid-pressure increase. The misfire limit was defined
by the auto-ignition limit measured on the basis of combustion
efficiency. Although slow or moderate combustion and retarded
ignition timing are desirable for preventing knocking, the ignition
timing, and combustion duration have a strong correlation with
the air-fuel ratio. It was observed that high load operation was
accompanied by a decrease in the air-fuel ratio. The richer air-fuel
ratio resulted in earlier ignition and rapid combustion. These cor-
relations are the cause of the high load operation limit with HCCI
combustion.

Numerical and experimental analyses were conducted with the
aim of expanding the high load limit. First, the possibility of ex-
panding the high load limit by slow combustion was examined. It
was found that the combustion duration has a strong correlation
with engine stability. Even though a slower combustion speed is
required to achieve higher load operation, it is difficult to reduce
the combustion speed. Second, the possibility of expanding the
high load limit by retarded combustion was examined. With re-
tarded combustion, the variation of in-cylinder conditions has a
much larger impact on ignition timing compared with combustion
near TDC. The retarded combustion was not robust enough to
accommodate the cycle-to-cycle variation of in-cylinder condi-
tions. These phenomena are the main factors limiting high load
operation under HCCI combustion. Therefore, it was confirmed
that, to achieve stable retarded combustion, an ignition timing-
control method is required.

Combustion control methods were then investigated by numeri-

Contributed by the IC Engine Division of ASME for publication in the JOURNAL
OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received June 10,
2003; final manuscript received February 9, 2004. Assoc. Editor: D. Assanis.

Journal of Engineering for Gas Turbines and Power APRIL 2006, Vol. 128 Õ 377
Copyright © 2006 by ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cal analysis under a condition where an air-fuel stratification was
induced in the cylinder. It was found that ignition timing control
could be achieved by creating a fuel-rich zone at the center of the
cylinder. The fuel-rich zone serves as an ignition source to ignite
the surrounding fuel-lean zone. In this way, combustion consists
of two separate auto-ignitions and is thus called two-step combus-
tion. In the simulation, the high load operation limit was expanded
using two-step combustion.

An engine system identical to a direct-injection gasoline �DIG�
engine was used to demonstrate two-step combustion experimen-
tally �19�. An air-fuel distribution was created by splitting fuel
injection into first and second injections. The spark plug was then
used to ignite the first combustion. This combustion process might
better be called spark-ignited compression ignition combustion
�SI-CI combustion�. Using the spark plug, stable two-step com-
bustion was demonstrated experimentally. Experimental results
confirmed that two-step combustion achieved with the SI-CI com-
bustion process is effective in expanding the higher load operation
limit for gasoline compression ignition engines.

Background
One major issue in gasoline compression ignition engines is

that the engine speed and load range for obtaining stable combus-
tion is narrow due to the occurrence of knocking and misfiring.
Figure 1 shows the distribution of combustion regions measured
experimentally �14�. Under this load condition, the intake air tem-
perature was increased to induce auto-ignition. The figure is di-
vided into two major regions, one characterized by unstable com-
bustion or misfiring at low intake air temperatures and the other
characterized by stable combustion at higher intake air tempera-
tures. The latter zone is further divided into a moderate combus-
tion region positioned on the lean mixture concentration side and
a knocking region positioned on the rich mixture concentration
side. The coefficient of variation �COV� of the indicated mean
effective pressure �IMEP� is the standard deviation of IMEP for
400 cycles and is used here as an index to define engine stability.
In the moderate and stable combustion region, the COV of the
IMEP contour is shown. The COV of IMEP is calculated by

COV of IMEP�

� 1

400 �
i�1

400

�IMEPi�IMEPave�
2� 0.5

IMEPave
(1)

where IMEPi is IMEP of the ith cycle and IMEPave the average
IMEP of 400 cycles. The moderate and stable region becomes
narrower under high-load conditions due to the occurrence of
knocking and misfiring.

To expand the high load operation limit, it is necessary to ana-
lyze the combustion characteristics of high load operation with
respect to various engine operating conditions. In previous re-
search, the authors developed a new engine cycle simulation pro-
cedure using an auto-ignition combustion model to investigate the
characteristics of compression ignition combustion in gasoline en-
gines �18�. A multizone model was selected to strike an acceptable
balance between accuracy and CPU time for performing the cal-
culations. Figure 2 shows the computational grids schematically.
The cylinder volume was divided cylindrically into 500 cells from
the bore center to the cylinder wall. Each cell had its own air-fuel
ratio, temperature, and volume. This feature makes it possible to
simulate the temperature and air-fuel distribution in the cylinder.
A shell model was used to predict the auto-ignition timing �20,21�.
However, calculating shell model reactions requires considerable
CPU time to run a combustion simulation with the computational
grids in Fig. 2. Therefore, different models were used for predict-
ing the auto-ignition timing and performing the combustion cal-
culations. The auto-ignition timing was predicted with the
Livengood-Wu integral �22� and was calculated by

� 1

�
dt�1.0 (2)

where � is the ignition delay. In the model, it is assumed that the
progress of combustion reactions is linear and accumulative.
Auto-ignition occurs when the integral term on the left-hand side
of the equation becomes 1.0. The accumulated 1/� represents how
close the mixture is to auto-ignition. The shell model was used to
estimate the ignition delay � in a constant volume chamber under
a wide range of pressure and temperature conditions. In the shell
model, combustion consists of two-stage reactions, namely, low-
temperature �cool flame� reactions and high-temperature �main�
reactions. In this calculation, the ignition delay is defined by the
occurrence of the main reactions. Therefore, the ignition delay up
to the onset of the main reactions is taken into account. An
ignition-delay database was generated for each air-fuel ratio, pres-
sure, and temperature. Figure 3 shows one example of the ignition
delay predicted with the shell model for an air-fuel ratio of 30:1.
The auto-ignition timing was estimated by integrating 1/� along
the pressure and temperature time history as shown in the figure.
Once the ignited cells have been detected with the Livengood-Wu
integral, the combustion calculations are then executed using ther-
modynamic equations �23�. In this simulation, predicted results
for IMEP, hydrocarbon �HC� emissions, and nitrogen oxide (NOx)
emissions agreed well with the experimental results �18�. This
multizone auto-ignition combustion model is called the General
Engine Optimization Model �GENOM�, which was used in this
research to conduct numerical analyses.

Fig. 1 Distribution of combustion regions †14‡
Fig. 2 Schematic diagram of computational grids †18‡
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Mechanism of High Load Limit Under HCCI
Combustion

Knocking Phenomena. The stable combustion region was
estimated with the GENOM simulation model. Figure 4 compares
the predicted and measured stable combustion regions. In the ex-
periment, the knocking limit was defined on the basis of an analy-
sis of pressure oscillations in the cylinder pressure wave form
using an oscilloscope. In the simulation, the knocking limit was
accurately predicted using the maximum rate of increase in pres-
sure, dP/dtmax . It is assumed that the in-cylinder pressure oscil-
lations that led to knocking in the experiment were caused by a
rapid pressure increase defined by dP/dtmax�4300 MPa/s.

Statistical Analysis Using Empirical Equations. Using the
experimental results, a statistical analysis was conducted to clarify
the mechanism of the high load limit under HCCI combustion.
The experimental apparatus used in this validation is outlined in
Fig. 5. The fuel injector was installed in the intake port, where the
fuel and air were mixed before being inducted into the single-
cylinder engine in an attempt to achieve homogenous charge com-
pression ignition. Intake air was naturally aspirated or super-
charged at wide open throttle �WOT� and could be heated by
means of a heater. The engine specifications are given in Table 1.
The compression ratio was varied from 15:1 to 18.6:1 by chang-
ing the piston height. Regular gasoline �91 RON� was used as the
test fuel. Table 2 shows the engine operating conditions that were
examined. The cylinder pressure was measured with a pressure
sensor and transferred via a charge amplifier and a data recorder to
a PC terminal for analysis. The recorded cylinder pressure data

were used to calculate the heat release rate. For each operating
condition, data were recorded for 400 cycles to obtain average
pressure profiles. As noted above, the COV of IMEP was also
calculated based on the data for 400 cycles with Eq. �1�. As shown
in Tables 1 and 2, the engine operating parameters that were in-
vestigated included the compression ratio, intake air temperature,
intake pressure, and air-fuel ratio.

The heat release rate pattern was investigated experimentally to
define the heat release pattern in the statistical analysis. Figure 6
compares the heat release rates measured experimentally. With
natural aspiration, the shape of the heat release rate was an isos-
celes triangle. On the other hand, in some tests conducted with
supercharging, combustion continued slowly even after the main
combustion period was finished. It is assumed that the slow com-

Fig. 3 Ignition delay predicted with shell model †18‡

Fig. 4 Comparison of predicted and measured stable combus-
tion regions

Fig. 5 Experimental apparatus

Table 1 Engine specifications

Engine type 4-stroke single cylinder
Bore�stroke 86�86 mm
Displacement 500 cm3

Compression ratio 15.0:1–18.6:1
Throttle opening WOT
Fuel Regular Gasoline �91 RON�

Table 2 Engine operating conditions

Engine speed 1200–2400 rpm
Air-fuel ratio 30:1–120:1
Intake temperature 300–430 K
Intake pressure 101–152 kPa

Fig. 6 Comparison of heat release rates
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bustion was due to oxidation of unburned fuel. Yet, even in the
supercharged cases, the heat release rate of the main combustion
period was simulated with an isosceles triangle.

Figure 7 shows the effect of the engine speed on the heat re-
lease rate profiles at an air-fuel ratio of 66:1. As the engine speed
increased, the heat release duration became longer on a crank-
angle basis. However, the heat release rate profiles coincided on a
time basis. In other words, the combustion speed was independent
of the engine speed. Heat release rates were analyzed for different
air-fuel ratio conditions and similar results were obtained. The
combustion speed was thus determined by the air-fuel ratio, pres-
sure, and temperature. From these results, it is assumed that com-
bustion was mainly controlled by the chemical reactions, though
flow turbulence would also have some impact on combustion
characteristics through the mixing effect.

A statistical analysis was then conducted to predict the stable
combustion region. As shown in Fig. 1, the stable combustion
region was defined by the knocking limit and the stability limit.
First, the possibility of predicting the knocking limit was exam-
ined. Figure 8 shows a schematic diagram of the heat release rate
pattern used in the analysis. The heat release rate pattern was
simulated in the shape of an isosceles triangle, as indicated in Fig.

6. The crank angle interval from 10% to 50% mass burned,
�10– 50 , was found to be 55.3% of that from 0% to 50% mass
burned, �0 – 50 . This mass burned ratio of 55.3% was estimated by
correlation with the experimental data. It was assumed that the
maximum heat release rate, dQ/d�max , occurred at the 50% mass
burned timing, �50 . The maximum heat release rate, dQ/d�max ,
was calculated by

dQ

d�max
�

0.553•Q total

�10– 50
(3)

As shown in Fig. 4, dP/dtmax , the rate of increase in maximum
pressure per second, is an index that defines knocking intensity. In
this analysis, experimental data obtained at an engine speed of
1200 rpm were used, and dP/d�max , the rate of increase in maxi-
mum pressure per crank angle degree, was used as the knocking
index. The following equation derived from the law of energy
conservation and the gas phase equation was used to estimate
dP/d� .

dP

d�
�

��1

V

dQ

d�
�

�P

V

dV

d�
(4)

where k is the specific heat ratio, V the in-cylinder volume, P the
in-cylinder pressure, and dV/d� the rate of increase in volume per
crank angle degree. As shown in Fig. 8, it was assumed that
dQ/d�max occurred at �50 . Accordingly, dP/d�max was estimated
by

dP

d�max
�

�50�1

V50
•

dQ

d�50
�

�50P50

V50
•

dV

d�50
(5)

where �50 is the specific heat ratio at �50 , V50 the in-cylinder
volume at �50 , dQ/d�50 the heat release rate at �50 , P50 the
in-cylinder pressure at �50 , and dV/d�50 the rate of increase in
volume at �50 . The value of P50 was calculated from the gas
phase equation. Figure 9 shows the correlation between the pre-
dicted and measured dP/d�max . The measured data were obtained
for various conditions as shown in Table 2. The values of
dP/d�max were well predicted as a result of using the measured
mass burned �10– 50 and combustion timing �50 in the calculations.
Most of the divergent data were for supercharged cases. As indi-
cated in Fig. 6, with supercharging, slow combustion occurred
after the main combustion period. Therefore, dQ/d�max occurred
earlier than at �50 and dP/d�max was underestimated with Eq. �5�.
If dP/d�max were calculated at the crank angle of dQ/d�max , the
correlation coefficient R2 would become 0.99. In this way, the
knocking limit was predicted on the basis of �10– 50 and �50 .

The possibility of predicting the stability limit was then exam-
ined. In the experiment, engine stability was evaluated using the
COV of IMEP, which was predicted on the basis of a multivari-

Fig. 7 Effect of engine speed on heat release rate profiles

Fig. 8 Schematic diagram of heat release rate pattern

Fig. 9 Correlation between predicted and measured dPÕd�max
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able analysis. It was found that the COV of IMEP had a strong
correlation with mass burned �10– 50 and it was expressed by

COV of IMEP�0.138e0.6•�10– 50 (6)

Figure 10 shows the correlation between mass burned �10– 50
and the COV of IMEP. The latter was well predicted with mass
burned �10– 50 . A multivariable analysis was also conducted at an
engine speed of 2400 rpm, and the strong correlation between the
COV of IMEP and mass burned �10– 50 was again observed. In this
way, the stability limit was predicted with mass burned �10– 50 . In
the experiment, the stability limit was set to the COV of IMEP
�5%. Therefore, the required mass burned �10– 50 was less than 6
crank angle deg, as shown in Fig. 10.

In addition to the aforementioned stability limit, another limit
defined by combustion efficiency was observed. Figure 11 shows
the effects of the combustion timing on engine performance as
investigated with the GENOM simulation model. As seen in the
figure, dP/dtmax decreased as the ignition timing was further re-
tarded from TDC. On the other hand, HC emissions increased as
the ignition timing was further retarded from TDC, presumably
because there was less time for the fuel to advance the reactions.

In this way, the stable combustion region was also limited by
combustion efficiency calculated in terms of the unburned hydro-
carbon level. This combustion efficiency limit is referred to here
as the misfire limit. In the analysis, the misfire limit was set at
combustion efficiency�90%, which is equivalent to an HC level
of about 7000 ppm under high load operation. That required that
�50 should be earlier than 18 deg ATDC. As mentioned earlier, the
results of the statistical analysis suggested that the stable region of
HCCI combustion was defined by three limits, namely, the knock-
ing limit, stability limit, and misfire limit.

Figure 12 shows the stable combustion region. The knocking
limit, namely, dP/d�max�600 kPa/deg, was calculated by Eq. �5�.
The stability limit was defined by mass burned �10– 50�6 crank
angle deg, as indicated in Fig. 10. The misfire limit was defined by
�50�18 deg ATDC, as indicated in Fig. 11. The stable combus-
tion region was found to have a triangular shape when defined as
a function of �50 and �10– 50 . The figure shows the knocking limit
calculated by Eq. �5�. for each of the IMEP conditions. As shown
in Fig. 12, a larger IMEP requires an increasingly longer combus-
tion duration and retarded combustion timing. However, the igni-
tion timing and combustion duration have a strong correlation
with the air-fuel ratio. High load operation is accompanied by a
decrease in the air-fuel ratio, which has the effect of advancing the
ignition timing and promoting rapid combustion as shown in the
figure. These correlations are one factor limiting high load opera-
tion with HCCI combustion.

The knocking limit was defined by dP/dtmax�4300 MPa/s. At
an engine speed of 1200 rpm, the knocking limit was defined by
dP/d�max�600 kPa/deg, and at an engine speed of 2400 rpm, it
was defined by dP/d�max�300 kPa/deg. Therefore, higher engine
speeds require a longer combustion duration and a more retarded
combustion timing, the same as for stable operation under higher
loads. On the other hand, the misfire limit was defined by the
combustion timing �50 that was determined by the in-cylinder
pressure and temperature needed for the chemical reactions, as
indicated in Fig. 11. These trends explain why the stable combus-
tion region becomes narrower at higher engine speeds, as shown
in Fig. 4. The foregoing results suggest that there is a potential
difficulty in trying to expand the stable combustion region toward
higher engine loads or higher engine speeds by HCCI combustion.

Combustion Concepts for Preventing Knocking. As seen in
the foregoing section, the following two combustion concepts are
effective in preventing knocking:

• Slow combustion with a longer combustion duration
• Retarded combustion with a retarded ignition timing

First, the possibility of expanding the high load limit with slow
combustion was examined. As shown in Fig. 10, the combustion
duration has a strong correlation with engine stability. A slower

Fig. 10 Correlation between mass burned, �10– 50 , and COV
of IMEP

Fig. 11 Effect of ignition timing, �10 , on HC, dPÕdtmax and � i
„predicted…

Fig. 12 Effect of combustion timing, �50 , and mass burned,
�10– 50 , on stable combustion region „predicted…
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combustion speed is required to achieve higher load operation.
However, it would be difficult to reduce the combustion speed
without causing engine stability to deteriorate.

Second, the possibility of expanding the high load limit was
examined with retarded combustion. It is assumed that retarded
combustion caused the indicated thermal efficiency to deteriorate
because the pressure profile diverged from the ideal Otto cycle. In
order to clarify this, the effect of retarded combustion on thermal
efficiency was investigated. In the analysis, combustion was ac-
complished artificially with a predetermined ignition timing and
combustion duration in order to investigate their effect on thermal
efficiency. The heat release rate was simulated with an isosceles
triangle shape as shown in Fig. 6. It was also assumed that com-
plete combustion occurred, so the effect of unburned hydrocar-
bons was ignored. Figure 13 shows the indicated thermal effi-
ciency 	 i , under a wide range of ignition timings �10 and
combustion durations �10– 90 . The indicated thermal efficiency,
	 i , was defined as the ratio of the actual work per cycle to the
heating value of the fuel injected into the cylinder. The gray lines
in the figure show the boundary of the region that was analyzed.
The indicated thermal efficiency stayed at the same level until the
ignition timing was further retarded to around 10 deg ATDC. It
was confirmed that the cooling loss decreased with retarded com-
bustion and that is why the indicated thermal efficiency stayed at
the same level. These results indicated that retarded combustion is
a promising way to prevent knocking without sacrificing thermal
efficiency.

Figure 14 shows the cycle data measured experimentally for the
pressure and heat release rate profiles. Three typical cycles are
shown in the figure to clarify the variation in the pressure and heat
release rate profiles. In the experiment, the air-fuel ratio was var-
ied slightly to change the combustion timing. When combustion
occurred just after TDC, the pressure and heat release rate profiles
showed little variation and stable combustion was achieved. On
the other hand, when combustion occurred at a more retarded
timing, the variation in the pressure and heat release rate profiles
became very large and combustion became unstable. The combus-
tion timing shifted with each cycle. However, as indicated in Fig.
13, under a condition of complete combustion, the combustion
timing shift shown in Fig. 14 did not affect the indicated thermal
efficiency and IMEP. Therefore, it is assumed that the variation in
IMEP under retarded combustion was caused by a difference in
the unburned hydrocarbon quantity that was largely influenced by
the combustion timing as shown in Fig. 11.

Numerical analyses were then conducted to clarify the cause of
cycle-to-cycle variation. As indicated in Fig. 7, chemical reactions

play a large role in HCCI combustion and the following three
parameters represent the in-cylinder conditions that control the
reaction rate:

• In-cylinder pressure
• Air-fuel ratio
• In-cylinder temperature

It is assumed that cycle-to-cycle variation of these in-cylinder
conditions was the cause of unstable combustion. First, the possi-
bility of in-cylinder pressure variation was investigated using a
naturally aspirated engine that was operated under the conditions
in Fig. 14 at WOT. The results suggested that cycle-to-cycle varia-
tion of the in-cylinder pressure was not likely to occur.

Second, the possibility of air-fuel ratio variation was investi-
gated. Variation of the in-cylinder air-fuel ratio was measured us-
ing laser-induced fluorescence �LIF� and the in-cylinder HC mea-
surement before combustion �24�. It was confirmed that the air-
fuel ratio would vary in a range of �0.5 to �0.5 when it was
around 32–35:1. It was assumed that the in-cylinder air-fuel ratio
variation was caused by either fuel injection quantity variation or
intake air flow variation. Cycle-to-cycle variation of the air-fuel
ratio was then investigated by GENOM simulations. Since
GENOM is designed for engine cycle simulations, it cannot simu-
late cycle-to-cycle variation directly. Therefore, engine-cycle
simulations were run three times with different engine operating
conditions. Figure 15 shows the effect of air-fuel ratio variation on
the pressure and heat release rate profiles. The air-fuel ratio was
changed artificially to simulate its cycle-to-cycle variation in the
cylinder. When combustion occurred just after TDC, variation of
the air-fuel ratio had little impact on the combustion timing. On
the other hand, when combustion occurred at a more retarded
timing, variation of the air-fuel ratio had a large impact on the
combustion timing, shifting it in the same manner as in Fig. 14.

Third, the possibility of in-cylinder temperature variation was
investigated. There was a possibility that the in-cylinder tempera-
ture at IVC varied from �1 K to �1 K due to variation of the
internal EGR rate. Therefore, cycle-to-cycle variation of the in-
cylinder temperature was investigated on the basis of GENOM
simulations. Figure 16 shows the effect of inlet temperature varia-

Fig. 13 Effect of ignition timing, �10 , and mass burned, �10– 90 ,
on � i „predicted…

Fig. 14 Effect of combustion timing on pressure and heat re-
lease rate profile variation
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tion on the pressure and heat release rate profiles. The inlet tem-
perature was changed artificially to simulate cycle-to-cycle varia-
tion of the in-cylinder temperature. The same trend was observed.
When combustion occurred just after TDC, variation of the inlet
temperature had little impact on the combustion timing. On the
other hand, when combustion occurred at a more retarded timing,
inlet temperature variation had a large impact on the combustion
timing, shifting it in the same manner as in Fig. 15.

These results suggested that combustion timing variation under
a state of retarded combustion was caused by variation in the
in-cylinder conditions. It is desirable to reduce cycle-to-cycle
variation of the in-cylinder conditions through future development
work. However, it is difficult to eliminate cycle-to-cycle variation
of the in-cylinder conditions with current injectors or valve timing
control devices. Therefore, it is necessary to develop a robust
combustion process that can accommodate such cycle-to-cycle
variations.

Figure 17 compares the �1/�dt profiles for a cell near the bore
center. As seen in Eq. �2�, �1/�dt represents how close the mix-
ture is to auto-ignition. As shown in the figure, the chemical re-
actions progressed rapidly mainly around TDC when the in-
cylinder pressure and temperature were high. In this analysis, the
compression ratio was changed to vary the combustion timing.
When auto-ignition occurred at TDC, the slope where �1/�dt
crossed the auto-ignition condition was steep. Therefore, even
though in-cylinder condition variations that affected the �1/�dt
profile occurred, the auto-ignition timing did not change much.
On the other hand, when ignition occurred at a retarded timing,
the slope where �1/�dt crossed the auto-ignition condition was
gentler. If in-cylinder condition variations that affected the �1/�dt
profile occurred, the auto-ignition timing would change greatly.
These results suggested that retarded combustion was not robust
enough to accommodate the cycle-to-cycle variation of in-
cylinder conditions. These phenomena are the main factors limit-
ing high load operation under HCCI combustion. Therefore, it was
assumed that some method of controlling the ignition timing was
needed to achieve stable retarded combustion.

Optimum In-Cylinder Fuel-Distribution for Ignition
Timing Control

Ignition Timing Control Method. Although it is easy to
control the ignition timing in numerical simulations, it is a very
challenging task under gasoline compression ignition combustion
in an actual engine. The spark plug is an ignition timing-control
method for spark ignition �SI� gasoline engines and the high-
pressure injection system serves the same function in diesel en-
gines. Methods of controlling the ignition timing in HCCI com-
bustion have been reported in the literature, such as the use of an
intake air heater, supercharger, variable valve timing control, vari-
able compression ratio control, or a dual fuel mixture. However,
these methods have severe disadvantages in transient operation or
they require a more complicated engine system than conventional
SI gasoline engines or diesel engines. Therefore, in this analysis,
the effect of the in-cylinder fuel distribution on ignition timing
control was investigated in detail for a simple engine system. The
fuel distribution was controlled under the assumption that direct
injection of gasoline fuel was applied �19�.

Fig. 15 Effect of air-fuel ratio variation on pressure and heat
release rate profiles

Fig. 16 Effect of inlet temperature variation on pressure and
heat release rate profiles

Fig. 17 Comparison of �1Õ� dt profiles „predicted…
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Stratified Charge for Ignition Timing Control. To investi-
gate the optimum fuel distribution for ignition timing control,
first, a numerical analysis was made of high load operation under
HCCI combustion. Figure 18 shows one example of the tempera-
ture and accumulated 1/� distributions in the cylinder at 10 deg
BTDC under high load conditions. The data represent the condi-
tions in the cylinder just before auto-ignition. It is seen that
�1/�dt is high in the bore center, suggesting that auto-ignition is
likely to occur there. There is another peak near the cylinder wall,
which is attributed to the Negative Temperature Coefficient
�NTC� region. This tendency agrees well with the results reported
by Nishiwaki et al. �25�. The temperature gradient is rather small,
and the temperature is uniform at the bore center. Based on the
analytical data, it is assumed that creating a fuel distribution at the
bore center to take advantage of the higher temperature region
there would be more effective in controlling the ignition timing
than creating a fuel-rich zone near the cylinder wall where the
temperature is lower and rich fuel would be a source of large
unburned HC emissions.

Figure 19 shows a schematic diagram of the air-fuel ratio dis-
tribution that was investigated. The in-cylinder volume, consisting
of 500 cells, was divided into two zones, namely, a bore center
zone denoted as A and an outer zone denoted as B. To ignite the
bore center cells, the air-fuel ratio in zone A, A/FA, was made
relatively richer than that in the outer zone B, although it was still
lean. The volume ratio of zone A was set at 20% of the total fuel
amount. It was assumed that the heat release at the first auto-
ignition in zone A would stimulate the chemical reactions in zone
B through the pressure and temperature increase, making it pos-
sible to ignite the cells under a leaner air-fuel condition than that
of HCCI combustion. It was assumed that condition would help to
lower the NOx emission level.

Figure 20 shows the calculated heat release rate. As intended,
the fuel-rich zone in zone A worked as an ignition source to ignite
the surrounding fuel-lean zone in zone B. In this way, combustion

was accomplished by two separate auto-ignitions. The main com-
bustion timing was retarded due to the time lag between the first
and second auto-ignitions. In addition to that, rapid combustion
that causes knocking was also prevented due to the separate heat
release periods. Therefore, dP/dtmax was greatly reduced. This
auto-ignition combustion process is called two-step combustion.
In this way, creating a fuel-rich zone at the center of the cylinder
for two-step combustion is effective for ignition timing control.

A numerical analysis was then conducted to examine the effect
of ignition timing control on retarded combustion. Figure 21
shows the effect of ignition timing control on the pressure and the
heat release rate profiles. In this analysis, the ignition timing was
set at a predetermined crank angle under the assumption that the
fuel at the bore center would be ignited forcibly by some means.
The in-cylinder conditions were the same as in Fig. 15. One-tenth
of the total fuel was ignited by combustion at 10 deg ATDC. As
the results indicate, even when combustion occurred at a retarded
timing, cycle-to-cycle variation of the air-fuel ratio had little im-
pact on the combustion timing, which stayed at the same position.
These results suggested that an ignition timing control with two-
step combustion would be effective in achieving robust retarded
combustion.

Experimental Validation of Two-Step Combustion
As the final step, two-step combustion was validated experi-

mentally using the engine configuration shown in Fig. 22. For
two-step combustion, the injector was placed in the combustion
chamber for direct injection. In addition, a spark plug was in-
stalled for ignition timing control. This engine system is the same
as a direct-injection gasoline �DIG� engine �19�. The two fuel
distribution zones in Fig. 19 were created by splitting fuel injec-
tion into first and second injections. To ignite the bore center zone

Fig. 18 Temperature and �1Õ� dt distributions †18‡

Fig. 19 Fuel distribution in the cylinder

Fig. 20 Calculated heat release rate of two-step combustion
„predicted…

Fig. 21 Effect of ignition timing control with two-step combus-
tion
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by spark ignition, the air-fuel ratio near the spark plug was made
relatively richer than that of the periphery zone, though it was still
lean. The first injection occurred during the intake stroke to form
a lean air-fuel mixture throughout the combustion chamber. The
second injection took place in the compression stroke to form a
rich air-fuel mixture near the bore center. Spark ignition occurred
right after the second injection. The spark timing determined the
ignition timing. In this two-step combustion concept, the spark
plug would be used only for igniting a small quantity of a fuel-
rich mixture at the bore center and the remaining fuel would be
ignited by auto-ignition.

Figure 23 shows the pressure and heat release rate profiles ob-
tained experimentally. These experimental results suggest that two
different types of combustion occurred. From �20 to 10 deg
ATDC, rather slow combustion due to flame propagation was
seen. Considering the combustion speed, it is assumed that spark-
ignited combustion took place during this period. After 10 deg
ATDC, rapid combustion with a heat release rate in the form of an
isosceles triangle was observed. It is assumed that compression
combustion took place during this period as indicated in Fig. 6. As

planned, spark-ignited combustion of the fuel-rich zone in the
bore center worked as an ignition source to ignite the surrounding
fuel-lean zone. This combustion process might better be called
spark-ignited compression ignition combustion �SI-CI combus-
tion� or spark-assisted CI combustion. The main CI combustion
timing was retarded due to the time lag between SI combustion
and CI combustion. The value of dP/dtmax was greatly reduced
due to retarded combustion, although the NOx emission level of
350 ppm was a little higher than expected. The overall air-fuel
ratio was about 26:1. However, the charge composition near the
spark-plug was made relatively richer than that of the periphery
for SI combustion. Therefore, it is assumed that SI combustion
was the main source of NOx formation. Stable two-step combus-
tion was achieved with the COV of IMEP of 2%. It is assumed
that a stable first combustion process was the main reason for
stable combustion.

Figure 24 compares the stable combustion region with SI-CI
combustion and HCCI combustion. Both stable combustion re-
gions were measured experimentally. With SI-CI combustion, the
high load operation limit was expanded, resulting in a much larger
stable combustion region than that seen for HCCI combustion.
There is concern about an increase in NOx due to SI combustion.
Therefore, as shown in Fig. 19, it is necessary to reduce the quan-
tity of rich fuel for SI combustion at the bore center to the mini-
mum level needed to facilitate compression ignition of the sur-
rounding fuel. The introduction of EGR gas would also be
effective in suppressing NOx formation. These are issues that will
be investigated in future work.

Summary and Conclusions
Numerical and experimental analyses of gasoline compression

ignition engines were conducted with the aim of expanding the
high load operation limit. The following conclusions can be drawn
from the results.

1. It was clarified that the stable region of HCCI combustion
was defined by the knocking limit, stability limit, and misfire
limit. The combustion duration and combustion timing have
a strong correlation with the air-fuel ratio. A richer air-fuel
ratio results in a shorter combustion duration and a more
advanced combustion timing. This tendency explains the po-
tential difficulty of achieving high load operation with HCCI
combustion, especially at higher engine speeds.

2. Engine stability has a strong correlation with the combustion
duration, and it is difficult to prevent knocking with slow
combustion. Retarded combustion is an effective way to pre-
vent knocking without sacrificing thermal efficiency.

Fig. 22 Engine configuration for SI-CI combustion

Fig. 23 Measured pressure and heat release rate profiles of
SI-CI combustion

Fig. 24 Comparison of stable combustion region with SI-CI
combustion and HCCI combustion
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3. Numerical analysis results suggested that the instability of
retarded combustion was caused by variation of in-cylinder
conditions, which caused the combustion timing to vary.
Therefore, an ignition timing control method is required to
achieve stable retarded combustion.

4. It was found that ignition timing control could be achieved
by creating a fuel-rich zone at the center of the cylinder,
which works as an ignition source to ignite the surrounding
fuel-lean zone.

5. Two-step combustion achieved with ignition timing control
combined with the above-mentioned in-cylinder air-fuel dis-
tribution is effective in preventing knocking and deteriora-
tion of the NOx emission level.

6. This two-step combustion of gasoline fuel was achieved us-
ing the spark plug to ignite the first combustion. Experimen-
tal results confirmed that two-step combustion is effective in
expanding the high load operation limit of gasoline com-
pression ignition engines.
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Nomenclature

dP/dtmax � rate of increase in maximum pressure per second
dP/d�max � rate of increase in maximum pressure per crank

angle deg
dQ/dtmax � maximum heat release rate per second

dQ/d� � heat release rate per crank angle deg
dQ/d�max � maximum heat release rate per crank angle deg

dQ/d�50 � heat release rate at �50
dV/d� � rate of increase in volume per crank angle deg

dV/d�50 � rate of increase in volume per crank angle deg
at �50

IMEPave � average IMEP of 400 cycles
IMEPi � IMEP of ith cycle

P � in-cylinder pressure
Pin � intake pressure
P50 � in-cylinder pressure at �50

Qtotal � total heat release
R � correlation coefficient
T � in-cylinder temperature

Tin � intake temperature
V � in-cylinder volume

V50 � in-cylinder volume at �50
A/FA � air-fuel ratio in region A
	comb � combustion efficiency

	 i � indicated thermal efficiency
� � specific heat ratio

�50 � specific heat ratio at �50

 � excess air ratio

�0 � combustion start timing
�10 � 10% mass burned timing
�50 � 50% mass burned timing

�100 � combustion end timing
�0 – 50 � crank angle interval from 0–50% mass burned

�10– 50 � crank angle interval from 10–50% mass burned
�10– 90 � crank angle interval from 10–90% mass burned

� � ignition delay

Abbreviations and Acronyms

A/D � analog/digital
A/F � air-fuel ratio

ATDC � after TDC
BTDC � before TDC

CI � compression ignition
COV � coefficient of variation

CPU � central processing unit
CR � compression ratio

DIG � direct injection gasoline
EGR � exhaust gas recirculation

GENOM � general engine optimization model
HC � hydrocarbon

HCCI � homogenous charge compression ignition
IVC � intake valve closing

IMEP � indicated mean effective pressure
LIF � laser-induced fluorescence

NOx � nitrogen oxides
NTC � negative temperature coefficient

PC � personal computer
RON � research octane number

SI � spark ignition
SI-CI � spark-ignited compression ignition
TDC � top dead center

WOT � wide open throttle
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Quasidimensional Modeling of
Direct Injection Diesel Engine
Nitric Oxide, Soot, and Unburned
Hydrocarbon Emissions
In this study we report the development and validation of phenomenological models for
predicting direct injection (DI) diesel engine emissions, including nitric oxide (NO), soot,
and unburned hydrocarbons (HC), using a full engine cycle simulation. The cycle simu-
lation developed earlier by the authors (D. Jung and D. N. Assanis, 2001, SAE Transac-
tions: Journal of Engines, 2001-01-1246) features a quasidimensional, multizone, spray
combustion model to account for transient spray evolution, fuel–air mixing, ignition and
combustion. The Zeldovich mechanism is used for predicting NO emissions. Soot forma-
tion and oxidation is calculated with a semiempirical, two-rate equation model. Un-
burned HC emissions models account for three major HC sources in DI diesel engines:
(1) leaned-out fuel during the ignition delay, (2) fuel yielded by the sac volume and nozzle
hole, and (3) overpenetrated fuel. The emissions models have been validated against
experimental data obtained from representative heavy-duty DI diesel engines. It is shown
that the models can predict the emissions with reasonable accuracy. Following valida-
tion, the usefulness of the cycle simulation as a practical design tool is demonstrated with
a case study of the effect of the discharge coefficient of the injector nozzle on pollutant
emissions. �DOI: 10.1115/1.2056027�

Introduction
Diesel engines are known to be the most efficient energy con-

verter of fossil fuels for vehicle propulsion, with a projected ther-
mal efficiency potential of 55%. Recently the diesel engine has
been evolving from being a rough, noisy and polluting engine to a
high-technology, clean propulsion system. Assisted by technolo-
gies such as advanced control systems, high-pressure, multiple,
fuel injections, new boosting systems, exhaust gas recirculation,
and novel aftertreatment systems, the next generation, advanced
diesel engines have the potential for being not only fuel economi-
cal but also environmentally friendly. As the available technical
options for low emissions and high fuel economy increase, explor-
ing the options through hardware experiments alone would not
only be a very expensive and time-consuming proposition, but
would also run the risk of not yielding a globally-optimized solu-
tion at the systems level. Instead, use of validated simulation tools
would offer an efficient design methodology for optimizing inher-
ent tradeoffs and hence achieving the desired performance, fuel
economy, and emissions targets.

While zero-dimensional models of diesel combustion have been
successfully used for predictions of engine performance and fuel
economy �1–4�, quasi-dimensional, multi-zone models �1,5–17�
and multi-dimensional models �18–23� are better suited for pre-
dictions of diesel engine emissions. Among them, quasidimen-
sional, multizone models can be effectively used as an engine
development tool because they combine some of the advantages
of zero-dimensional and multidimensional models. Unlike multi-
dimensional models, only the fuel spray is divided into a number
of zones, thus significantly reducing the computational load on
calculating ambient gas conditions. In addition, quasidimensional
models depend on a blend of fundamental theory, similarity con-
siderations, and experimental data to describe spray penetration

and evolution instead of solving the full momentum equation,
which is one of the dominant reasons for the computational inef-
ficiency of multidimensional models. Accordingly, quasidimen-
sional models can provide sufficient spatial information to predict
emissions while requiring significantly less computing resources
compared to multidimensional models.

Most of the earlier multizone concept models �e.g., �5–8�� were
focused only on predicting heat release during diesel combustion
without including any emission submodels. Emission submodels
were later added mainly for NO and soot emissions in a number of
studies �9–13,15–17�. However, diesel engine cycle simulations
with submodels for an HC emission prediction are rarely found in
the literature. This is probably because of the fact that HC emis-
sions from diesel engines are relatively smaller than those from
spark-ignition �SI� engines. Hence, HC emissions from diesel en-
gines had not received much attention until regulations became
more stringent. Another reason stems from the fact that the quan-
tification of unburned HC emissions generated from various
sources is not straightforward.

Among the sources that cause HC emissions from diesel en-
gines, overmixing of fuel beyond the lean flammability limit dur-
ing the ignition delay period and undermixing of fuel dripping
from the nozzle sac volume after the completion of injection are
the most important factors under normal operating conditions
�24�. In addition to those factors, the effect of wall quenching due
to spray overpenetration cannot be ignored, especially in the case
of small DI diesel engines �25,26�. Cyclic misfire and local un-
dermixing influence HC emissions only under extreme operating
conditions like cold start or extended idling. The contribution of
fuel absorption/desorption in the lubricating oil is relatively small
in diesel engines since the fuel is not premixed and only a limited
portion of the fuel spray contacts the cylinder wall. In SI engines,
premixed air–fuel mixture in the crevices is a major source of
unburned HC. However, the crevice volume effect on HC emis-
sions is negligible in diesel engines because the diesel spray re-
mains in the piston bowl and rarely reaches crevice regions. Ac-
cordingly, the major sources of HC emissions can be identified as:
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�1� over-leaned fuel during the ignition delay, �2� undermixed fuel
yielded by the sac volume and nozzle hole, and �3� overpenetrated
fuel.

Kuo and his co-workers �26� estimated the contributions of
overmixing and overpenetration on HC emissions from a diesel
engine using a gas-jet combustion model. Lakshminarayanan, et
al. �27� estimated HC emissions due to overmixing and sac vol-
ume effects based on their spray jet model. These two studies
suggested practical semiempirical models for the estimation of
HC emissions, however their works were limited in scope and not
incorporated in an engine cycle simulation. On the other hand,
Bazari �17� attempted to predict HC emissions using a multizone
engine cycle model, based on the assumption that the difference
injected and oxidized fuel is exhausted as HC emissions. How-
ever, this simplified approach produced predictions that could not
follow the trend of experimental data. Carter et al. �28� developed
submodels for overmixing and overpenetration effects and imple-
mented them into an engine simulation program developed at the
University of Bath. Nevertheless, their study did not account for
the sac volume effect and several critical conditions, including
equivalence ratio distribution, mixing rate coefficients and lean
combustion limit, needed to be specified by the user as input to
their model.

Our objective in the present study is to develop comprehensive
models for predicting NO, soot, and unburned HC emissions from
a direct-injected diesel engine using a quasidimensional, multi-
zone engine cycle simulation �1�. Special emphasis is placed on
considering all three major sources of HC emissions in DI diesel
engines: �1� leaned-out fuel during the ignition delay, �2� fuel
yielded by the sac volume and nozzle hole, and �3� overpenetrated
fuel. The NO, soot, and HC emissions models are thoroughly
validated with experimental data obtained from representative
heavy-duty, DI diesel engines over a wide range of operation con-
ditions. Subsequently, a case study of the effect of the injector
nozzle discharge coefficient on pollutant emissions is conducted
to demonstrate the usefulness of the cycle simulation as a practical
design tool.

Quasidimensional Multizone Combustion Model
In this section, the concept of the quasidimensional, multizone,

DI diesel combustion simulation developed by the authors �1� is
briefly described for completeness of the paper. Figure 1 illus-
trates the evolution of fuel parcels and zones in the multizone
model. Fuel injected into the combustion chamber according to
the fuel injection schedule forms a parcel during each time step
that moves in the spray axial direction. Each fuel parcel is further
divided into small zones that are distributed in the radial direction.
The total number of zones in the radial direction is fixed regard-
less of the amount of fuel injected or the time step used. However,
the total number of zones in the spray direction equals the number
of spray parcels, and is therefore determined by the injection du-
ration and the computational time step size.

The fuel injected into the chamber is initially assumed to form
a liquid core that travels at a speed equal to the fuel injection
speed until the fuel breakup time elapses. After that, the injected
fuel is distributed within a spray angle that is unique to each spray
parcel and varies from one time step to another, depending on the
conditions. The zone angle, i.e., the injection direction of each
zone, is determined by dividing the spray angle with the number
of radial zones. Each zone can be located relative to the injector
hole by tracking the zone angle and penetration of each zone. The
velocity of each zone is calculated by temporal differentiation of
the correlation for spray tip penetration. Since quasidimensional
models depend on empirical correlations to describe spray pen-
etration instead of solving the full momentum equation for com-
putational efficiency, it is very important to use proper spray pen-
etration correlations. In this study, the correlations proposed by

Hiroyasu et al. �9� were modified to generalize their correlations
so as to handle nozzles with arbitrary discharge coefficients. The
new correlations are as follows:

�a� Before breakup, 0� t� tb

S = Cd�2 �P

� f
�0.5

t �1�

�b� after breakup, tb� t

S = 2.95��P

�a
�0.25

�dnt�0.5 �2�

where breakup time, tb, is

tb = 4.351
� fdn

Cd
2��a �P�0.5 �3�

To validate the spray penetration correlations, high-pressure
chamber experimental data collected by Dan et al. �29� were com-
pared with our predictions. The injector nozzle has a minisac vol-
ume design with 0.2 mm diameter and 5.5 l /d ratio for high in-
jection pressure. The injection pressure was varied from
55 to 120 MPa. The ambient gas was nitrogen and the fuel was
n-tridecane �C13H28�. More detailed injector specification, experi-
ment conditions, and fuel properties can be found in �29�. Figure
2 compares predictions with measurements of the spray tip pen-
etration as a function of time from start of injection and injection
pressure. It can be concluded that spray tip penetrations predicted
by the multizone model exhibit good overall agreement with ex-
perimental data over a wide range of injection pressures. One
notable discrepancy is that the multizone model tends to overpre-
dict spray tip penetration in the very early stages of fuel injection.

Following breakup, it is assumed that the fuel spray atomizes to
fine droplets, each with a diameter equal to the Sauter mean di-

Fig. 1 The evolution of fuel parcels and zones in the multizone
model
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ameter �SMD�. The effect of droplet size distribution in a spray
parcel is neglected. However, droplet sizes in different parcels
may vary according to the cylinder conditions at the moment of
injection. All calculations related to droplet evaporation are based
on SMD.

The air entrainment rate depends on the physical position of
each zone, with centerline zones receiving less and edge zones
receiving more air. The amount of entrained air is calculated based
on conservation of momentum applied to each zone. It is assumed
that the momentum of the zone at any instant is equal to the
momentum imparted in the zone upon nozzle exit. Since the mass
of fuel injected in each zone and its injection velocity are pre-
scribed, and its subsequent velocity can be calculated, the amount
of air entrained can be computed by the momentum conservation
equation. The equation for air entrainment rate can be obtained by
�1�:

ṁa = −
mfui

�dS/dt�2

d2S

dt2 �4�

It is assumed that fuel droplets begin to evaporate immediately
after breakup occurs. Both heat and mass transfer for a single
evaporating droplet are considered in order to compute the instan-
taneous droplet temperature, rate of evaporation, and droplet di-
ameter.

Combustion is assumed to start individually in each zone after
the lapse of the ignition delay period. The ignition delay is mea-
sured from the start of injection and is calculated based on zonal
temperature and pressure. During the ignition delay period, some
of the injected fuel is evaporated and mixed with air, forming a
combustible mixture. In the early stage, combustion occurs under
premixed conditions. Premixed combustion is assumed to occur
until the amount of fuel evaporated at the end of the ignition delay
period has been consumed. When the entire initial fuel vapor has
been consumed, combustion is assumed to be controlled by diffu-
sion of air into fuel zones.

Each zone is treated as an open system, with mass, energy, and
species equations solved for each control volume. Instead of solv-
ing the full momentum equation, spray penetration is tracked by
empirical correlations. Momentum conservation is used to calcu-
late the amount of air entrained into each zone, as explained
above. Critical submodels, such as for the heat release and emis-
sions processes, contain empirical constants that need to be cali-
brated against experiments. The detail calibration process is de-
scribed in �1� and the same constants are used in this study.

Consistent with the scope of this paper, the subsequent sections
are devoted to the development, validation and use of the NO,
soot, and HC emissions models.

Pollutant Emissions

Nitric Oxide Emissions. While nitric oxide �NO� and nitrogen
dioxide are usually grouped together as NOx emissions, NO is
predominant in diesel engines �24�. Therefore, only NO formation
is considered in the present study. The principal source of NO is
the oxidation of atmospheric nitrogen. The formation and destruc-
tion processes are not part of the fuel combustion process. How-
ever, the reactions that produce NO take place in an environment
created by the combustion reactions, so the two processes are still
intimately linked. Nitric oxide forms throughout the high-
temperature burned gases behind the flame through chemical re-
actions involving nitrogen and oxygen atoms and molecules,
which do not attain chemical equilibrium. The principal reactions
governing the formation of NO from molecular nitrogen and its
destruction are �30�:

N + NO↔
k1

N2 + O �5�

O + NO↔
k2

O2 + N �6�

Fig. 2 A comparison of predicted and measured temporal spray tip penetration for a range
of injection pressures
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N + OH↔
k3

NO + H �7�

where forward rate constants, k1, k2, and k3 are in m3/kmole/s:

k1 = 1.6 � 1010 �8�

k2 = 1.5 � 106T exp�−
19500

T
� �9�

k3 = 4.1 � 1010 �10�

This is often called the extended Zeldovich’s mechanism. Zeldov-
ich was the first to suggest the importance of reactions �5� and �6�.
Lavoie et al. �30� added reaction �7� to the mechanism. The rate of
change of NO concentration is expressed as �24�:

d�NO�
dt

=
2R1�1 − ��NO�/�NO�e�2�

1 + ��NO�/�NO�e�R1/�R2 + R3�
�11�

where

R1 = k1�NO�e�N�e �12�

R2 = k2�NO�e�O�e �13�

R3 = k3�N�e�OH�e �14�

� � in Eq. �11�–Eq. �14� denotes species concentration in
kmole/m3 and the subscript e denotes equilibrium concentration.
The NO formation in each zone can be calculated with Eq. �11�.
Then total amount of NO is calculated by summing up NO formed
in each zone.

Soot Formation and Oxidation. Soot forms in the rich un-
burned fuel-containing core of the sprays, within the flame region,
where the fuel vapor is heated by mixing with hot burned gases.
Soot then oxidizes in the flame zone when it contacts unburned
oxygen. Therefore, the concentration of soot in the exhaust is
governed by the formation and oxidation of soot during the engine
cycle, i.e.,

dms

dt
=

dmsf

dt
−

dmso

dt
�15�

The general fact that the net soot formation rate is primarily
affected by pressure, temperature, and equivalence ratio has been
fairly well established. However, the details of the mechanism
leading to soot formation are not known. Consequently, semi-
empirical, two-rate equation models have often been used to de-
scribe soot dynamics. In particular, the soot formation model pro-
posed by Hiroyasu et al. �9� is used in many multizone models.
The formation rate is calculated by assuming a first-order reaction
of vaporized fuel, mfg, as:

dmsf

dt
= AfmfgP0.5 exp�− Esf

R̄T
� �16�

The soot oxidation is predicted by assuming a second-order reac-
tion between soot, ms, and oxygen.

dmso

dt
= Aoms

Pox

P
P1.8 exp�− Eso

R̄T
� �17�

where Esf =5.23�104 kJ/kmol, Eso=5.86�104 kJ/kmol. Af and
A0 are constants that are determined by matching the calculated
soot with the measured data in the exhaust gas. The total amount
of soot emitted is obtained by summing up soot mass calculated
with Eq. �15� in each zone.

Hydrocarbon Emissions. In the following subsections, phe-
nomenological models are introduced to describe the three major
sources of HC emissions from diesel engines: �1� leaned-out fuel
during the ignition delay, �2� fuel yielded by the sac volume and

nozzle hole, and �3� overpenetrated fuel.

Effect of Overmixing. Some of the fuel injected into the com-
bustion chamber during the ignition delay period is vaporized and
mixed with air beyond a lean limit of equivalence ratio, �. The
value of �1 is determined by the lean limit for flammability or by
the lean limit for self-ignition �whichever gives the lower value of
�1� at the prevailing pressures �3–10 MPa� and temperature
�800–1500 K� of the lean mixtures in the diesel combustion
chamber. Under these conditions, the lean flammability limit is
expected to be on the order of �=0.1–0.3 and to be relatively
insensitive to the range of temperatures and pressures at present of
interest. The data on lean limit for self-ignition suggest a similar
insensitivity to the range of temperatures and pressures of interest,
so that as a first approximation it can be assumed that �1 is con-
stant �31�. The lean limit is assumed 0.2 in this study. Note that
while the over-leaned fuel can escape the primary combustion
process as unburned or only partially reacted, thermal oxidation of
some of these hydrocarbons can occur during the expansion
process.

The first step for the calculation of the HC emissions from the
over-leaned mixture is to estimate the over-leaned fuel at the start
of combustion. However, a challenge for multizone spray models
is that they cannot calculate the amount of over-leaned fuel pre-
cisely unless the spatial resolution is extremely high. Since in-
creasing resolution will increase computational load, a different
approach is proposed in this study. The average fuel concentration
of a parcel, which is a set of zones introduced to the combustion
chamber at a given time step, can be calculated using the infor-
mation from the multizone spray model as follows:

C̄ =

	
i=1

nz

mf ,i

	
i=1

nz

mf ,i + 	
i=1

nz

ma,i

�18�

where C̄=
c�r�dr /rm. The local fuel concentration C�r� within
each parcel is assumed as proposed by Yu et al. �32�.

C�r�
Cc

= 1 − � r

rm
�1.5

�19�

The radius of the spray which is rm in Eq. �19� can be calculated
with spray penetration and spray angle. Since the average fuel
concentration within a parcel is known from Eq. �18�, the fuel
concentration at the centerline, Cc, and the fuel distribution can be
calculated from Eq. �19�. Accordingly, the equivalence ratio dis-
tribution can be calculated and the fuel mass beyond the lean
flammability limit can be obtained for each parcel.

Some of the over-leaned fuel is then oxidized during the expan-
sion process. In general, the reaction rate can be represented in the
form of

d�HC�
dt

= − A1�HC�a�O2�b exp�− E

R̄T
� �20�

For SI engines, HC oxidation rates have been determined in a
number of different studies and several empirical correlations of
the data in the form of overall reaction rate equations under ex-
haust gas conditions �near stoichiometric air-fuel ratio and atmo-
spheric pressure� have been proposed �33�. However, correlations
for diesel-like conditions are rare. Furthermore the correlations for
SI engines cannot be applied to diesel engine cases since the fuel
composition, conditions and processes of HC emissions formation
in diesel engines are substantially different. For the over-leaned
condition, the variation of the concentration of the oxygen will be
very small �31�, so a simplified expression of the following form
is assumed:
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d�HC�
dt

= − A2�HC�a exp�− E

R̄T
� �21�

By using the following relation,

�i� =
mi

MiV
�22�

Eq. �21� can be rewritten as

dmHC

dt
= − A3

mHC
a

V
exp�− E

R̄T
� �23�

where A3 is 1.161�1011; a is 2; and E is 7.79�104 kJ/kmol.
The total mass of the overleaned fuel within each parcel at the

start of combustion is used as the initial HC value for the time
integration of Eq. �23�. Hence, the final HC emissions from the
overleaned fuel can be obtained by integrating Eq. �23� over the
expansion stroke:

mHC,ol =�
exp

dmHC

dt
�24�

Effect of Sac and Nozzle Hole Volume. At the end of the injec-
tion period, the injection pressure decreases rapidly. Conse-
quently, right after the needle seats, the pressure in the small vol-
ume in the tip of the injector, known as the sac volume, could be
lower than the cylinder pressure. Consequently, some fuel is re-
tained in the sac volume and nozzle holes. However, the sac vol-
ume is not always completely full of fuel due to cavities induced
by low pressures in the sac when injection terminates rapidly. As
combustion and expansion proceed, this residual fuel issues from
the nozzle sac as large liquid drops at a very low rate with rela-
tively low momentum. This fuel evaporates and mixes very
slowly, and hence the corresponding mixture element is fuel rich
until too late in the engine cycle. Therefore, most of the fuel from
the sac and hole volume is assumed to appear as HC emissions.

In order to account for the fact that the sac and nozzle hole
volume is not fully filled with fuel due to the cavitation, a fraction
factor is introduced as in Eq. �25�. The value of the fraction factor,
csac, is assumed to be 0.12, as suggested by Lakshminarayanan et
al. �27�.

mHC,sac = csac� fVsac �25�

Effect of Overpenetration. In case of large-bore engines, the
overleaned fuel during the ignition delay period and undermixed
fuel from the sac and nozzle holes post injection are known to be
the major sources of HC emissions �31,32�. However, in smaller
bore engines, Kuo et al. �26� found that the contribution of the
overleaned fuel to HC emissions could be only 10% to 30% of the
total HC emissions. Another significant source of HC emissions
from small diesel engines applied to passenger cars is identified as
the HC emissions from the overpenetrated fuel. The overpen-
etrated fuel includes fuel vapor deflected by the walls, the liquid
fuel rebounded from the walls, and the liquid fuel stuck on the
walls. A part of the overpenetrated fuel will be consumed in the
combustion process. However, the remainder of the impinging
fuel, and especially the fraction stuck on the piston bowl, could
potentially be emitted from the engine as HC emissions. Kuo et al.
�26� found that this could account for 0% to 65% of the total HC
emissions from a small bore engine. They also observed that ap-
proximately 2% of the fuel mass that overpenetrated before the
start of combustion ended up as unburned HC emissions. Figure 3
illustrates an overpenetrated fuel spray zone.

Because of the difficulty of decomposing the overpenetrated
fuel into individual components, all of the overpenetrated fuel was
used to quantify the extent of wall impingement. To calculate the
mass of overpenetrated fuel, the spray zones are initially allowed
to penetrate without the restriction of wall boundaries; a subse-

quent geometric check, flags the zones that would pass the walls
as overpenetrated zones. The total mass of overpenetrated fuel is
the summation of fuel mass from all overpenetrated zones. Ac-
cordingly, HC emissions due to overpenetration are given by

mHC,op = cop 	
i=op

zones

mf ,i �26�

where cop is the fraction of the overpenetrated fuel that is emitted
as HC emissions, which is assumed to be 0.02.

Model Validation

Experimental Data. NO and HC emissions predictions from
the multizone model have been compared against corresponding
measurements on an in-line, six cylinder, turbocharged, inter-
cooled, water-cooled, direct injection diesel engine at the Automo-
tive Research Center located in the University of Michigan. Ad-
ditional validation of the multizone model’s predictions was
conducted using reported data from an independent engine setup
at the Engine Research Center of the University of Wisconsin
�34�. The latter work on a modern single-cylinder, four-diesel
stroke engine was selected for the completeness in reporting soot
and NO emissions over a range of injection timings. Primary
specifications of the two engines are listed in Table 1. The multi-
cylinder, DDC series 60 engine has a relatively quiescent low-
swirl combustion chamber with a shallow “Mexican hat” bowl-in
piston and produces very high injection pressures, delivered by
unit injectors. The fuel injection timing and duration are electroni-
cally controlled. The single cylinder engine setup is based on a
version of the Caterpillar 3406 production engine with simulated
turbocharging.

Nitric Oxide Emissions. To verify the accuracy of the model
over a wide range of operating conditions, predicted NO emis-
sions were compared with experimental data acquired on the mul-
ticylinder engine for a range of loads varying from 10% to 100%,
at a speed of 2100 rpm. As shown in Fig. 4, the model predicted
very satisfactorily the trend of NO variation with changes of en-
gine load, and also showed good quantitative agreement with ex-
perimental data. The fidelity of the model has been explored fur-
ther by comparing its predictions with data over a range of speeds
at a constant load. The engine speed has been varied from
900 to 2100 rpm in increments of 300 rpm. The load was set at

Fig. 3 Overpenetrated fuel spray

Table 1 Engine specifications and data availability

Engine DDC 60 CAT 3406

Type Multi cylinder Single cylinder
Bore �mm� 130 137
Stroke �mm� 160 165
Comp. ratio ��� 15 15
Rated speed �rpm� 2100 2100
Rated power �kW� 350 54
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50%. As shown in Fig. 5, the model was able to qualitatively
predict the trend correctly; however, it overpredicted NO at low
engine speeds.

Following model validation with respect to the multicylinder
engine, a comparison of predictions with measurements from the
single cylinder engine was carried out over a range of injection
timings. The operating conditions are listed in Table 2. The con-
ditions were chosen to reflect common loads placed on the engine
�1600 rpm and equivalence ratio of 0.45, or approximately 80%
load�, as well as the appropriate inlet temperature and pressure
conditions. Predictions of NO emissions were compared with ex-
perimental data for injection timings of 5, 8, 11, 13, and 15 deg
BTDC. As shown in Fig. 6, the model predicted the measured
trend correctly, although it underpredicted NO at retarded injec-
tion timings.

Soot Formation and Oxidation. For the soot model, the pre-
exponential constant, Af, in Eq. �16� is set here at 150, which is
the same value used by Patterson et al. �22�. The other pre-
exponential constant, AO, in Eq. �17� is calibrated �AO=2250� to
match the soot level with measurements under the baseline oper-
ating condition �11 deg BTDC�. Comparisons of predicted soot
emissions with measurements from the single cylinder engine

were carried out over a range of injection timings �from
5 to 15 deg CA BTDC�. As shown in Fig. 7, the predicted values
are in excellent agreement with measurements.

Hydrocarbon Emissions. The HC emissions model was vali-
dated against experimental data acquired on the multicylinder en-
gine for a range of engine loads and speeds. Figure 8 compares
the predicted and measured HC emissions over a range of loads at
2100 rpm. As can be seen in Fig. 8, the model predicted the exact
same trend for the HC variation with changes in engine load, as
exhibited in the experiments; furthermore, predictions showed
very good quantitative agreement with experimental data. Simi-
larly, Fig. 9 indicates that the model is capable of predicting ac-
curately HC emissions over a range of engine speeds at 50% load.

In Fig. 10, the contribution of the sources to HC emissions was
compared. Clearly, overmixing during the ignition delay period is
the most dominant source of HC emissions in this case. The

Fig. 4 Predicted and measured NO emissions over a range of
loads at 2100 rpm „multicylinder engine…

Fig. 5 Predicted and measured NO emissions over a range of
speeds at 50% load „multicylinder engine…

Table 2 Operating conditions

Parameter Value

Engine speed �rpm� 1600
Equivalence ratio 0.45
Injection timing �deg. BTDC� 5, 8, 11, 13, 15
Inlet air temperature �deg. C� 36
Inlet air pressure �kPa� 184
Exhaust back pressure �kPa� 159

Fig. 6 Predicted and measured NO emissions over a range of
injection timings „single-cylinder engine…

Fig. 7 Predicted and measured soot emissions over a range of
injection timings „single-cylinder engine…

Fig. 8 Predicted and measured HC emissions over a range of
loads at 2100 rpm „multicylinder engine…
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nozzle of the engine tested is of the VCO �valve covered orifice�
type, which has no sac volume. Accordingly, HC emissions due to
sac and hole volumes are smaller than the HC caused by the
overmixing effect. It should be noted that the results showed that
no effect of overpenetration, with the exception of the 10% load
condition. This is reasonable because the tested engine is a rela-
tively large-bore, heavy-duty engine.

The Effect of Injector Nozzle Discharge Coefficient on
Performance and Emissions

Regardless of the application and size of a given engine and the
type of fuel injection system used, the fuel injector design is of
paramount importance in DI diesel engines. More specifically, in-
jector nozzle design parameters, such as hole diameter, length/
diameter ratio, hole inlet chamfer radius, and sac volume play an
extremely important role in the mixture preparation and combus-
tion processes. In addition, variation in the machining of injector
holes can affect spray and mixing in two ways: the variation of
main design parameters, e.g., the hole diameter, will result in dif-
ferent flow conditions, while microvariations of the hole surface
or variations of the roughness of edges at the hole entrance will
lead to change of flow resistance, and accordingly discharge co-
efficient. Yoda and Tsuda �35� simulated the effect of deburred
inlet corner of the injector hole, which is also referred to as a
nozzle inlet chamfer radius, on the flow discharge coefficient with
a CFD code. According to their results, the discharge coefficient
can be increased from 0.6 �which is the case with sharp corner� to
as much as 0.84. This implies that deburring the inlet corner of the
nozzle can improve the discharge coefficient significantly and
eventually alter the spray evolution and combustion processes.
Depending on the injector hole diameter, the discharge coefficient
and injection pressure spray penetration and air entrainment are
altered and eventually combustion rates are changed. Even though

the effect of microscopic variation of the hole surface, or the
variation of the roughness of edges at the hole entrance, cannot be
explicitly simulated with the quasidimensional model, the effect
of those microscopic variations can be represented by the dis-
charge coefficient, as previously done by Yoda and Tsuda �35�. In
the present study, the effect of the discharge coefficient of the
injector nozzle on engine performance and emissions was inves-
tigated in order to demonstrate the application of the cycle simu-
lation as a practical numerical tool for engine design and devel-
opment.

The numerical experiments for the study of the effect of the
discharge coefficient on engine performance and emissions were
performed by modeling the DDC 60 series, six cylinder, DI diesel
engine. Basic engine specifications were given in Table 1. All
input parameters were kept the same, except for the discharge
coefficient, which was varied from 0.6 to 0.8. For each value of
the discharge coefficient, engine performance and emissions were
predicted for engine speeds ranging from 1200 to 2100 rpm at
50% load.

As shown in Fig. 11, engine performance, which is represented
by brake mean effective pressure �BMEP�, does not show any
significant changes as the discharge coefficient is varied over the
range of engine speeds. This is primarily because of the fact that
the amount of fuel injected was kept the same for all values of the
discharge coefficient. Predicted HC emissions are relatively more
sensitive to the change of the discharge coefficient compared to
engine performance, as shown in Fig. 12. However, NO and soot
emissions are much more sensitive to changes in the discharge
coefficient compared to the sensitivity of HC emissions. NO-soot
tradeoff curves for each discharge coefficient are plotted in Fig.
13. Clearly, both NO and soot emissions are reduced as the dis-
charge coefficient is increased. This interesting result can be ex-
plained with the following reasoning. In Fig. 14, the accumulated
mass of air entrained into the spray is plotted for the different

Fig. 9 Predicted and measured HC emissions over a range of
speeds at 50% load „multicylinder engine…

Fig. 10 Sources of HC emissions over a range of loads at
2100 rpm „multicylinder engine…

Fig. 11 The effect of injector nozzle discharge coefficient;
Brake Mean Effective Pressure „BMEP…

Fig. 12 The effect of injector nozzle discharge coefficient; HC
emissions
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values of the discharge coefficient. The figure shows that the rate
of air entrainment into the spray increases as the discharge coef-
ficient increases. Accordingly, the temperature of the spray drops,
which is evidenced by Figs. 15 and 16. Therefore, fuel and air
mixing is improved by increasing the discharge coefficient. This
increases the available air for soot oxidation and lowers the tem-
perature of the spray, which, in turn, reduces NO formation. How-
ever, increased fuel and air mixing and lower temperatures gener-
ally cause increased HC emissions for higher discharge
coefficients.

Conclusions
Phenomenological models for DI diesel engine emissions, in-

cluding NO, soot, and unburned HC, have been implemented into
a full engine cycle simulation based on a quasidimensional, mul-
tizonal spray combustion model. The following three major

sources of HC emissions have been modeled in this study: �1�
leaned-out fuel during the ignition delay, �2� fuel yielded by the
sac volume, and �3� overpenetrated fuel. A comprehensive valida-
tion of the proposed models against experimental data obtained
from representative heavy-duty DI diesel engines has been con-
ducted over a range of engine speeds, loads, and injection timings.
The application of the validated simulation has been demonstrated
with a case study of the effect of the injector nozzle discharge
coefficient on engine performance and emissions. The major con-
clusions are the following:

• The extended Zeldovich model predicted satisfactorily the
observed trends of NO variation with changes in engine
load, speed, and injection timing for both multi- and single
cylinder engines. The comparison of predicted and mea-
sured data also demonstrated reasonable quantitative agree-
ment between them.

• Predicted soot emissions based on semiempirical, two-rate
equation models showed excellent agreement with measure-
ments from a single cylinder engine over a range of injec-
tion timings.

• The model showed promising capability in predicting HC
emissions accurately over a range of engine speeds and
loads. The specific large bore engine examined in this study
revealed that overmixing during the ignition delay period
accounted for the bulk of the HC emissions, as the fuel
spray did not overpenetrate in most cases.

• Additional effort is required to assess the fidelity of each
model across a wider range of operating conditions and en-
gine types, including high-speed, small-bore diesel engines.

• The case study showed that improving the discharge coeffi-
cient of the injector nozzle hole can reduce NO and soot
emissions simultaneously, while maintaining the same en-
gine performance. The NO and soot benefit comes at a mod-
est penalty in HC emissions.

• The case study demonstrated that the quasidimensional,
multizone engine cycle simulation model with the emissions
submodels has the capability to be used as an effective de-
sign and development tool to predict engine performance
and emissions.
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Nomenclature
A � constant

C̄ � average fuel mass concentration
C � mass concentration

Cd � discharge coefficient
c � fraction factor

dn � nozzle hole diameter
E � activation energy
H � hydrogen

HC � hydrocarbon
k � forward rate constant

M � molecular weight
m � mass
N � nitrogen

NO � nitric oxide
nz � number of zones in a parcel
O � oxygen

OH � hydroxyl
P � pressure
R � gas constant

R̄ � universal gas constant
r � radial distance from the center line
S � spray penetration
T � temperature
t � time

ui � injection velocity
V � volume
� � density

Superscripts
a � exponent
b � exponent

Subscripts
a � air
c � centerline
e � equilibrium

exp � expansion stroke
i � index
f � fuel

m � maximum
ol � overleaned
op � overpenetration
ox � oxygen

s � soot emitted
sac � sac volume

sf � soot formed
so � soot oxidized

References
�1� Jung, D., and Assanis, D. N., 2001, “Multi-Zone DI Diesel Spray Combustion

Model for Cycle Simulation Studies of Engine Performance and Emissions,”
SAE Transactions: Journal of Engines, SAE Paper No. 2001-01-1246.

�2� Assanis, D. N., and Heywood, J. B., 1986, “Development and Use of a Com-
puter Simulation of the Turbocompounded Diesel System for Engine Perfor-
mance and Component Heat Transfer Studies,” SAE Paper No. 860329.

�3� Krieger, R. B., and Borman, G. L., 1966, “The Computation of Apparent Heat
Release From Internal Combustion Engines,” ASME Paper No. 66-WA/
DGP-4.

�4� Foster, D. E., 1985, “An Overview of Zero-Dimensional Thermodynamic
Models for I.C. Engine Data Analysis,” SAE Paper No. 852070.

�5� Whitehouse, N. D., and Sareen, B. K., 1974, “Prediction of Heat Release in a
Quiescent Chamber Diesel Engine Allowing for Fuel/Air Mixing,” SAE Paper
No. 740084.

�6� Chiu, W. S., Shahed, S. M., and Lyn, W. T., 1976, “A Transient Spray Mixing
Model for Diesel Combustion,” SAE Paper No. 760128.

�7� Merguerdichian, M., and Watson, N., 1978, “Prediction of Mixture Formation
and Heat Release in Diesel Engines,” SAE Paper No. 780225.

�8� Dent, J. C., and Mehta, P. S., 1981, “Phenomenological Combustion Model
For a Quiescent Chamber Diesel Engine,” SAE Paper No. 811235.

�9� Hiroyasu, H., Kadota, T., and Arai, M., 1983, “Development and Use of a
Spray Combustion Modeling to Predict Diesel Engine Efficiency and Pollutant
Emissions �Part 1 Combustion Modeling�,” Bull. JSME, 26, pp. 569–575.

�10� Hiroyasu, H., Kadota, T., and Arai, M., 1983b, “Development and Use of a
Spray Combustion Modeling to Predict Diesel Engine Efficiency and Pollutant
Emissions �Part 2 Computational Procedure and Parametric Study�,” Bull.
JSME, 26, pp. 576–583.

�11� Bazari, Z., 1992, “A DI Diesel Combustion and Emission Predictive Capability
for Use in Cycle Simulation,” SAE Paper No. 920462.

�12� Yoshizaki, T., Nishida, K., and Hiroyasu, H., 1996, “Approach to Low NOx
and Smoke Emission Engines by Using Phenomenological Simulation,” SAE
Paper No. 930612.

�13� Morel, T., and Wahiduzzaman, S., 1996, “Modeling of Diesel Combustion and
Emissions,” 96 FISITA Proceedings, 26th International Congress, Praha,
Czech Republic, 17–21 June.

�14� Bhaskar, T., and Mehta, P. S., 1998, “A Multi-Zone Diesel Combustion Model
Using Eddy Dissipation Concept,” Proceedings of the Fourth International
Symposium on Diagnostics and Modeling of Combustion in IC Engines, CO-
MODIA 98, Kyoto, Japan.

�15� Rakopoulos, C. D., and Hountalas, D. T., 1998, “Development and Validation
of a 3-D Multi-Zone Combustion Model for the Prediction of DI Diesel En-
gines Performance and Pollutants Emissions,” SAE Paper No. 98102.

�16� Gao, Z., and Schreiber, W., 2000, “A Multizone Analysis of Soot and NOx
Emission in a D.I. Diesel Engine as a Function of Engine Load, Wall Tem-
perature, and Intake Air O2 Content,” ASME Paper No. 2000-ICE-314.

�17� Tauzia, X., Hetet, J.-F., Chesse, P., Inozu, B., and Roy, P., 2000, “The Use of
Phenomenological, Multizone Combustion Model to Investigate Emissions
From Marine Diesel Engines,” ASME Paper No. 2000-ICE-325.

�18� Oran, E. S., and Boris, J. P., 1981, “Detailed Modeling of Combustion Sys-
tems,” Prog. Energy Combust. Sci., 7, pp. 1–72.

�19� Bracco, F. V., 1985, “Modeling of Engine Sprays,” SAE Paper No. 850394.
�20� Amsden, A. A., Ramshaw, J. D., O’Rourke, P. J., and Dukowicz, J. K., 1985,

“KIVA: A Computer Program for Two- and Three-Dimensional Fluid Flow
With Chemical Reactions and Fuel Sprays,” Los Alamos National Laboratory
Report LA-10245-MS.

�21� Amsden, A. A., Butler, T. D., and O’Rourke, P. J., 1987, “KIVA-II Computer
Program for Transient Multidimensional Chemically Reactive Flows With
Sprays,” SAE Paper No. 872072.

�22� Patterson, M. A., Kong, S. C., Hampson, G. J., and Reitz, R. D., 1994, “Mod-
eling the Effects of Fuel Injection Characteristics on Diesel Engine Soot and
NOx Emissions,” SAE Paper No. 940523.

�23� Varnavas, C., and Assanis, D. N., 1996, “A High Temperature and High Pres-
sure Evaporation Model for the KIVA-3 Code,” SAE Paper No. 960629.

�24� Heywood, J. B., 1988, Internal Combustion Engine Fundamentals, McGraw-
Hill, New York.

�25� Matsui, Y., and Sugihara, K., 1987, “Sources of Hydrocarbon Emissions From
a Small Direct Injection Diesel Engine,” SAE Paper No. 871613.

�26� Kuo, T.-W., Wu, K.-J., and Henningsen, S., 1988, “Effects of Fuel Overpen-
etration and Overmixing During Ignition Delay Period on Hydrocarbon Emis-
sions From a Small Open-Chamber Diesel Engine,” ASME J. Eng. Gas Tur-
bines Power, 110, pp. 453–461.

�27� Lakshminarayanan, P. A., Nayak, N., Dingare, S. V., and Dani, A. D., 2000,
“Predicting HC Emissions From DI Diesel Engines,” ASME Paper No. 2000-
ICE-327.

�28� Carter, S. J., Hawley, G., Slowley, J., and Charlton, S. J., 1996, “Initial De-
velopment of a Predictive Hydrocarbon Emissions Model for a Diesel En-
gine,” Proc. Intersociety of Energy Conversion Engineering Conf., Vol. 3,
IEEE, pp. 1962–1967.

�29� Dan, T., Takagishi, S., Senda, J., and Fujimoto, H., 1997, “Effect of Ambient
Gas Properties for Characteristics of Non-Reacting Diesel Fuel Spray,” SAE
Paper No. 970352.

�30� Lavoie, G. A., Heywood, J. B., and Keck, J. C., 1970, “Experimental and
Theoretical Investigation of Nitric Oxide Formation in Internal Combustion
Engines,” Combust. Sci. Technol., 1, pp. 313–326.

�31� Greeves, G., Khan, I. M., Wang, C. H. T., and Fenne, I., 1977, “Origins of
Hydrocarbon Emissions From Diesel Engines,” SAE Paper No. 770259.

�32� Yu, R. C., Wong, V. W., and Shahed, S. M., 1980, “Sources of Hydrocarbon
Emissions From Direct Injection Diesel Engines,” SAE Paper No. 800048.

�33� Lavoie, G. A., 1978, “Correlations of Combustion Data for S.I. Engine
Calculations-Laminar Flame Speed, Quench Distance and Global Reaction
Rates,” SAE Paper No. 780229.

�34� Nehmer, D. A., and Reitz, R. D., 1994, “Measurement of the Effect of Injec-
tion Rate and Split Injections on Diesel Engine Soot and NOx Emissions,”
SAE Paper No. 940668.

�35� Yoda, T., and Tsuda, T., 1997, “Influence of Injection Nozzle Improvement on
DI Diesel Engine,” SAE Paper No. 970356.

396 / Vol. 128, APRIL 2006 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.101. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Jim S. Cowart
Mechanical Engineering Department,

U.S. Naval Academy,
Annapolis, MD 21402

Post-Combustion In-Cylinder
Vaporization During Cranking
and Startup in a Port-
Fuel–Injected Spark Ignition
Engine
During port-fuel–injected (PFI) spark-ignition (SI) engine startup and warm-up fuel
accounting continues to be a challenge. Excess fuel must be injected for a near stoichio-
metric combustion charge. The “extra” fuel that does not contribute to the combustion
process may stay in the intake port or as liquid films on the combustion chamber walls.
Some of this combustion chamber wall liquid fuel is transported to the engine’s oil sump
and some of this liquid fuel escapes combustion and evolves during the expansion and
exhaust strokes. Experiments were performed to investigate and quantify this emerging
in-cylinder fuel vapor post-combustion cycle by cycle during engine startup. It is believed
that this fuel vapor is evaporating from cylinder surfaces and emerging from cylinder
crevices. A fast in-cylinder diagnostic, the fast flame ionization detector, was used to
measure this behavior. Substantial post-combustion fuel vapor was measured during en-
gine startup. The amount of post-combustion fuel vapor that develops relative to the
in-cylinder precombustion fuel charge is on the order of one for cold starting (0 °C) and
decreases to � 1

3 for hot starting engine cycles. Fuel accounting suggests that the intake
port puddle forms quickly, over the first few engine cranking cycles. Analysis suggests
that sufficient charge temperature and crevice oxygen exists to at least partially oxidize
the majority of this post-combustion fuel vapor such that engine out hydrocarbons are not
excessive. �DOI: 10.1115/1.2061307�

Introduction and Background
As engine emission regulations continue to tighten, the need to

focus on improved engine cranking and start-up has become evi-
dent. In the early years of fuel-injected engines, engine controller
start-up calibrations always errored on the fuel-rich side of fuel
delivery, as this is more safe and stable for smooth engine opera-
tion and vehicle driveability. However, this approach is no longer
acceptable in meeting ultralow emission standards. Current and
future engine emission standards require excellent fuel control as
engine misfires from the first engine cycle cannot be tolerated.
Thus, continued research into the area of spark-ignition �SI� port-
fuel–injected �PFI� engine mixture preparation is necessary to fur-
ther optimize injected fuel control.

One challenging area of PFI engine mixture preparation sur-
rounds engine cranking and startup. In order to attain acceptable
combustion, often, many times the required stoichiometric fuel
�vapor� mass must be injected. Unfortunately, it is unclear as to
where much of this fuel is being delayed or transported. Fuel
accounting during startup can be extremely difficult as much of
the injected fuel can remain as liquid films in both the intake port
and on in-cylinder combustion chamber and piston surfaces. Ad-
ditionally, some in-cylinder liquid fuel can migrate to the engine’s
sump and become entrained by the engine’s oil. Therefore, engine
developers and researchers are frequently uncertain as to the exact
paths of injected fuel.

Within this context, this research work explores in-cylinder fuel
behavior during engine startup after the main flame has passed

�e.g., post-combustion�. A fast in-cylinder diagnostic, the fast
flame ionization detector �FFID� is used both before and after the
main combustion event to discern not only the amount of precom-
bustion fuel vapor, but also in-cylinder fuel that evolves as vapor
post-combustion before the exhaust event.

The FFID has been used as an in-cylinder fuel concentration
diagnostic over the past 15 years to understand the mixture prepa-
ration process. The precombustion FFID voltage signal, which is
proportional to the unburned hydrocarbon �UHC� concentration,
has been frequently connected to injected fuel behavior in order to
more fully understand the formation of combustible mixtures. Nu-
merous studies, principally dealing with the engine warm-up pro-
cess have enlightened engine engineers and researchers as to the
physical nature of mixture preparation �1–4�. More recently, en-
gine cranking and startup processes have been observed �5,6�.

The use of in-cylinder FFIDs to observe post-combustion pro-
cesses has been very limited. An early study qualitatively ob-
served crevice outgassing post-combustion �7�. Another study fo-
cused on cylinder wall-layer hydrocarbons using an in-cylinder
FFID �8�. More recently the FFID was used for a post-combustion
in-cylinder UHC measurement in a stabilized engine �9�.

Thus, the objective of this work is to quantify in-cylinder fuel
that is vaporized post-combustion to more fully understand in-
cylinder liquid fuel behavior during engine start-up. Currently,
very little is known about this post-combustion fuel behavior.

Experimental Setup and Instrumentation
The engine used in this study was a nominally stock production

Ford four-cylinder �I4� 2.0 L Zetec DOHC �16-valve�, which has
a 9.6 compression ratio, 85 mm bore, 88 mm stroke, and was
equipped with both production �modified for dyno operation� en-
gine control unit �ECU� and a custom PFI system. Cylinder 4’s
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behavior was observed during this study because of its ease of
access. This engine was connected to a Froude Consine AG80
eddy-current dynamometer with a Digalog controller on a test
bed. The entire engine-dyno test bed was contained within an
insulated and thermally controlled space to provide colder than
ambient starts when desired. Although the engine’s accessories
�power steering pump, AC compressor, and alternator� were not
used the dyno did provide an additional load �dyno inertia � 1

5 the
inertia of the engine’s flywheel�. Consequently, it is believed that
the engine’s start-up behavior is representative of a production
engine. The throttle was connected to a stepper motor and con-
trolled with a PC, but was kept closed during these start-up ex-
periments. Further engine and test-cell details can be found in
Refs. �5,10,11�. The fuel used was California Phase II summer,
and fuel control was calibrated to provide slightly fuel vapor rich
in-cylinder fueling during the start-up.

A FFID �Cambustion HFR 400� was used to measure both in-
cylinder and exhaust hydrocarbon mole fractions. A FID basically
acts as a carbon counter. Both the in-cylinder and exhaust probes
were located on cylinder 4 in the Zetec engine. Reference �10�
describes, in detail, the experimental arrangement and calibration
methods �including the treatment of residual gas effects on FFID
output�, and Ref. �12� discusses, in depth, the FFID unit alone.

The FFID has a time response of one milliseconds and an ac-
curacy of ±1%. The most significant delay is from the sample
transport from the combustion chamber to the FFID. This 0.002
mm i.d. tube is 5 cm long providing for a small sample delay that
is adjusted for and described below. It should be noted also that
the sample probe extends 2 mm into the combustion chamber and
is a point measurement. Previous testing �5� with open-valve fuel
injection during starting showed significant inhomogeneity of the
measured in-cylinder charge, which was not apparent for closed-
valve injection. Thus, in this study with closed-valve injection
significant charge nonuniformity is not believed to exist.

For these experiments, the FFID constant pressure �CP� cham-
ber in the FFID head was set at 1 atm absolute, so the signal is
only accurate for compression and expansion, not the intake and
exhaust strokes. Calibration of the FFID has been described in
Refs. �5,10�; however, this referenced work investigated precom-
bustion UHCs. Since the number of moles of charge changes after
combustion, the precombustion calibration must be modified by
the ratio of burned moles in the cylinder charge to precombustion
unburned moles of charge as shown in Eqs. �1�–�3� where x is
mole fraction and Ni is the moles of constituent i

VoltageFFID � xHC �1�

xHC = NHCpre/Ntotal-pre = NHCpost/Ntotal-post

= NHCpre�Nburned/Nunburned�/Ntotal-post �2�

NHCpost = NHCpre�Nburned/Nunburned� �3�
Fuel vapor mass results from these expressions for fuel vapor
moles. Since the FFID measures fuel concentration �or fuel mole
fraction�, a previously obtained volumetric efficiency calibration
�5� was used to obtain absolute fuel mass.

Results
As mentioned in Ref. �7� the in-cylinder FFID signal can re-

emerge after the main flame has consumed the cylinder’s fuel and
air charge because of outgassing of UHCs from crevices. How-
ever, in this early study, the reemergent FFID signal was just a
small fraction of the initial FFID signal magnitude ��10% or less�
in a stabilized engine. Figure 1 shows the raw FFID signal data
from an ambient engine start for the first 13 cycles of engine
operation from cylinder 4. The preflame UHC FFID peak is
shown. Also shown is the post-combustion FFID peak, which is
occurring for a substantial portion of the exhaust stroke and is of
a significant magnitude �although the post-combustion peak is

steadily decreasing with passing engine cycles following startup�.
From this raw data it can be seen that the UHC concentration that
develops post-combustion is on the order of the precombustion
UHC concentration �near stoichiometric air-fuel ratio� decreasing
to � 1

2 the precombustion level after �2 s of engine operation.
Thus, the data indicate that significant fuel is escaping the main
combustion event �as seen in Ref. �13� as liquid films� and is
vaporizing during the expansion stroke for these start-up engine
cycles. Possible crevice outgassing may also be a contributor to
this post-combustion fuel vapor.

In Fig. 2, the first three engine cycles shown above are graphed
in expanded scale. The corresponding simultaneous pressure trace
is shown, as well with superimposed bottom dead-Center com-
pression �BDCC� pulses. The precombustion FFID peak plateau is
seen to exist just prior to peak in-cylinder pressures. After peak
pressure the FFID voltage drops as a result of the main flame
consuming the in-cylinder charge of UHCs. Next, a short period
exists in which the in-cylinder FFID signal is low and then rises
rapidly due to what is believed to be post-combustion in-cylinder
liquid fuel film vaporization and crevice outgassing. The post-
combustion signal falls off rapidly as the exhaust valve opens
�EVO� due to a loss in the pressure gradient between the engine’s
cylinder and FFID CP chamber. Thus, the FFID data from EVO
until shortly after the next intake valve closing �IVC� is not useful.

The data in Fig. 2 are those collected by a NI �National Instru-
ments� Lab View data acquisition system. In reality, the FFID
signal includes some transport delays between the engine’s cylin-
der and FFID. The sample tube is very short �5 cm� with the FFID
head placed directly up against the back of the engine’s cylinder

Fig. 1 Raw in-cylinder FFID voltage signal during an ambient
engine start. Thirteen engine cycles are shown.

Fig. 2 First three cycles from Fig. 1 shown in expanded scale
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head. Thus, based on Refs. �14,15�, the estimated sample delay for
both the FFID and sample transfer tube is 30 crank-angle degrees
at 1200 rpm. This delay is quite small when viewed on the ab-
scissa scales of Figs. 1 and 2. Figure 3 corrects for this delay and
shows both the FFID signal and pressure signals for a different
ambient start, during which two positive IMEP �indicated mean
effective pressure� cycles are followed by two negative IMEP
cycles that are misfiring. It can be seen in the misfiring cycles that
the rapidly falling FFID trace during combustion is not evident,
and a slightly varying in-cylinder fuel concentration results over
the compression and expansion strokes. It is interesting to note
that the misfiring cycles do not continue to evolve further fuel
vapor during the expansion stroke �unlike the firing cycles�. This
suggests that the observed post-combustion fuel vapor generation
is a result of heat and turbulence characteristics from combustion.

Figure 4 shows the analyzed FFID in-cylinder data of an ambi-
ent engine start �20°C� for the first 16 cycles after startup ��3 s of
real time since cranking commences�. The solid circles show the
measured fuel vapor mass in-cylinder prior to combustion. Since
the manifold pressure is getting drawn down over the first six
engine cycles �from 1 atm to �0.4 bar� the fuel mass �by the
calibrated engine controller� appropriately reduces fuel injection
mass such that the in-cylinder air-fuel ratio �AFR� is just slightly
fuel rich for each of the engine cycles. One atmosphere inlet pres-
sure requires 28 mg of fuel for stoichiometric operation, and idle
�0.4 bar� intake pressure requires 11 mg for stoichiometric com-
bustion. The fuel injected mass is quite large for the first three

engine cycles in order to obtain positive IMEP cycles and then
reduces to �40% excess fueling once the engine is above 1000
rpm. The post-combustion fuel mass is shown by the open circles,
cycle by cycle. It is seen to be just slightly less in magnitude than
the precombustion unburned fuel level, decreasing to � 1

2 the pre-
combustion fuel level after 3 s. This mass is a substantial amount
of post-combustion fuel that is emerging into the engine’s cylinder
during the expansion stroke.

Also shown in Fig. 4 is the intake port puddle increment, as-
suming that no fuel is lost to the crankcase. This is likely an upper
limit since some unburned fuel does make its way to the oil
sump—crankcase �16�. It can be seen that the intake port is get-
ting “wetted” over the first three cycles �heavy fueling cranking
cycles�. However, starting with cycle 4, fuel accounting suggests
that the intake port puddle is reducing in magnitude modestly,
cycle by cycle, and reaching equilibrium by cycle 9. Figure 5
shows a second ambient engine start with different fueling for the
first three engine cranking cycles; however, the above described
in-cylinder fuel behavior both pre- and post-combustion is very
similar.

Cold engine starting at 0 °C was also performed. The results
from a cold start are shown in both Figs. 6 and 7. Figure 6 shows
the first five engine cycles, whereas Fig. 7 shows the first 3 s of
startup ��16 engine cycles�. Very heavy injected fueling �300
+ mg� over ten times the stoichiometric in-cylinder fuel vapor
mass is required for the first engine cycle in order to obtain a near
stoichiometric mixture in the cylinder. Intake port puddle incre-
ments are also substantial during the early engine cycles during

Fig. 3 Raw FFID data from ambient engine start, with two fir-
ing cycles and two misfiring cycles

Fig. 4 Ambient engine start „20 °C… cycle-by-cycle analysis of
pre- and post-combustion fuel vapor mass levels. Injected fuel
mass and puddle increment mass are also shown.

Fig. 5 Second characteristic ambient engine start

Fig. 6 Cold engine start „0 °C… cycle-by-cycle analysis of pre-
and post-combustion fuel vapor mass levels. Injected fuel
mass and puddle increment mass are also shown.
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startup. A reduced ordinate scaling in Fig. 7 shows the in-cylinder
fuel vapor behavior more clearly. The in-cylinder fuel vapor mass
pre-combustion is slightly lean for the first two engine cycles,
becomes near stoichiometric, and then appropriately decreases
with decreasing intake manifold pressure. The post-combustion
evolving fuel vapor is just slightly less than the precombustion
fuel, thus more appears to be evolving for this cold start as com-
pared to ambient starting. Figure 8 shows a second characteristic
cold start with similar behavior to that just observed and de-
scribed.

Figures 9 and 10 show two different hot starts �90 °C� that are
characteristic of the many collected hot starts. As can be seen, the
in-cylinder pre-combustion fuel vapor decreases appropriately
from �30 to 14 mg at 0.4 bar inlet pressure. The post-combustion
evolving fuel vapor is much less than for the ambient and cold
starts above. For hot starting, the post-combustion vapor is �1/3
of the precombustion in-cylinder fuel vapor mass during these
first few seconds of starting. This hot start behavior is expected as
much less fuel is injected and with hot engine surfaces, less fuel is
anticipated to remain as liquid films within the engine.

A comparison of the above three starting temperatures is shown
in Fig. 11 �first presented figure for each of the above tempera-
tures�. On the ordinate is displayed postflame fuel vapor normal-
ized to preflame fuel vapor as a function of engine cycles from
start. Engine starting at 0°C shows 80–90 % post-combustion fuel
vapor shortly after start, decreasing only modestly to 75% after 3
s of engine operation. The ambient �20 °C� engine start has similar
post-combustion fuel vapor levels to that observed at 0 °C, how-
ever, shortly after startup, the post-combustion fuel vaporization
drops to one-half of the precombustion �near stoichiometric� fuel

levels. For hot starting the post-combustion fuel vapor levels are
roughly steady at �1/3 of the precombustion fuel vapor level.

Figure 12 shows a comparison of normalized post-combustion
fuel level with respect to injected fuel over the three temperature
starting cases. For all starting temperatures studied, the post-
combustion fuel vapor levels are a small fraction of the injected
fuel mass for the first few cycles of cranking. Thereafter, the
colder engine cases see a greater fraction of injected fuel evolving

Fig. 7 First 3 s of engine running for the data shown in Fig. 6

Fig. 8 Second characteristic cold engine start

Fig. 9 Hot engine start „90 °C… cycle-by-cycle analysis of pre-
and post-combustion fuel vapor mass levels. Injected fuel
mass and puddle increment mass are also shown.

Fig. 10 Second characteristic hot engine start

Fig. 11 Post-combustion fuel vapor mass normalized to its as-
sociated precombustion fuel vapor mass over the first 3 s of
engine running
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as post-combustion fuel vapor in subsequent cycles. This is ex-
pected due to the increased injected enrichment with the ambient
and cold starting cases that is required to achieve near stoichio-
metric precombustion fuel vapor mass.

Discussion
From the above experiments it is evident that significant

amounts of fuel vapor are emerging into the post-combustion cyl-
inder charge after the main combustion event has passed. The
amount of this post-combustion fuel vapor is from 1

3 to nearly a
full cylinder’s charge amount of fuel. Since this level of post-
combustion UHC fuel is on the order of tens of thousands to
105 ppmHC1, two questions result since the engine out emissions
�cycle by cycle from the first cranking cycle, as described in �5��
are only approximately twice stabilized engine levels during star-
tup. Since engine out exhaust port UHC levels are much lower
than this measured post-combustion UHC concentration both suf-
ficient oxygen and sufficient temperature must exist for substantial
oxidation of most of this post-combustion fuel vapor.

The main source of oxygen-air that escapes combustion is due
to the top-land piston crevice. Warmed up engines have a top land
crevice volume that is characteristically 1% of the clearance vol-
ume �17�. From the author’s measurements of cold engines, this
crevice volume can approach 3% of the clearance volume, since
the piston is cold and has a much larger thermal coefficient of
expansion as compared to the cylinder bore. FIDs do not detect
carbon monoxide �CO� �18�, so enough oxygen must escape the
main combustion event to at least form CO. The partial oxidation
reaction for iso-octane gives

C8H18 + 4�O2 + 3.77N2� − � 8 CO + 9H2 �4�
Thus,

�4 moles air/1 mole fuel��29 gm/mole-air/114 gm/mole-fuel�

= 1.0 gm air/gm fuel �5�
For this engine, the range of 3% crevice to clearance volume

gives 50 mg of air escaping combustion in the top-land crevice at
1 atm inlet pressure, falling to �20 mg at 0.4 bar inlet pressure.
Since partial oxidation requires a 1:1 mass ratio for post-
combustion fuel vapor to air, it is reasonable that sufficient oxy-
gen exists to at least partially oxidize the post-combustion fuel
vapor.

The second element necessary for post-combustion oxidation is
sufficient temperature. Reference �19� shows the low-end “cutoff”
temperature for HC oxidation to be 1300 K. A heat-release analy-
sis was performed �with appropriate heat transfer� �20� in order to
provide an indication of in-cylinder temperatures from these start-

ing engine cycles. Shown in Fig. 13 are the heat release model
predicted cylinder charge temperatures at EVO for the all three
starting temperatures. It is seen that by the time of EVO, sufficient
temperature has existed for partial oxidation to occur. Thus, it is
believed that despite significant in-cylinder post-combustion fuel
vapor levels, sufficient oxygen and temperature exist for most of
the post-combustion fuel to be at least partially oxidized.

Conclusions
This experimental work has shown that in-cylinder fuel that

escapes combustion by either residing on cool cylinder and head
walls or in cylinder crevices evolves post-combustion in substan-
tial levels from 1/3 to approximately a stoichiometric charge
amount of fuel, increasing with decreasing starting engine tem-
perature. Fuel accounting also shows that intake port puddles are
likely to form during just the first few cranking cycles, with their
associated heavy fuel injection levels. Intake port puddle equilib-
rium is achieved �1 s after cranking begins. It is believed that
sufficient oxygen escapes combustion and that significant expan-
sion temperatures exist to at least partially oxidize the majority of
this post-combustion emerging fuel vapor.
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Experimental Validation of an
Improved Squish Velocity Model
for Bowl-in-Piston Combustion
Chambers
A simple two-zone mass transfer model was used to predict the mean squish velocity
history at the rim of a conventional bowl-in-piston combustion chamber. The chamber’s
geometry produces gas flow that converges radially inwards (“squish”) as TDC (top
dead center) is approached. The squish flow generates turbulence, which can be used to
enhance the combustion rate. When compared with PIV (particle image velocimetry)
measurements, the peak squish velocity at the bowl rim was 12% less than the value
predicted by the simple mass transfer model. After a thorough examination, the assump-
tion of uniform density in the simple model was strongly suspected to be the cause of this
discrepancy. Improvements were made to the simple model to account for density varia-
tions that are caused by nonuniform heat transfer in the combustion chamber. The revised
model yielded velocities that were in close agreement with PIV measurements.
�DOI: 10.1115/1.2130730�

1 Introduction

Combustion chambers exhibiting squish flow are advantageous
for spark-ignited lean-burn engines because the turbulence gener-
ated by the squish near TDC �top dead center� enhances the burn
rate. Previous attempts to develop models of the squish flow have
not been successful in accurately representing the evolution of the
squish flow in the chamber. For example, Fansler and French �1�
found that their model overpredicted their squish velocity mea-
surements by 20%–40%. The authors also noted similar discrep-
ancies in previous studies �2–4�. In this study, independent experi-
ments were performed that were designed to minimize flow
measurement uncertainties. The experimental results were com-
pared with a simple squish model and the discrepancies were used
to create a new two-zone flow model which is representative of
the actual flow.

2 The Ideal Squish Velocity Model

The motion of a piston �with a centered and symmetrical bowl�
during the compression stroke is shown in Fig. 1.

As shown in Fig. 2, the combustion chamber can be divided
into two separate control volumes. One can find the squish veloc-
ity by first applying a mass balance to zone 1 in Fig. 2:

V1
d�1

dt
= vpA1�1 − vsAs�2 �1�

Similarly a mass balance applied to zone 2 yields

V2
d�2

dt
= vpA2�2 + vsAs�2 �2�

where

V1 and V2 are the volumes in zone 1 and zone 2, respectively,
�1 and �2 are the densities in zone 1 and zone 2, respectively,
t denotes time,
vp is the piston speed,
A1 is the area of the squish surface on the piston crown,
A2 is the area of the piston bowl opening,
vs is the squish velocity �radially inwards�, and
As is the area of intersection between zones 1 and 2.

Since the squish ratio �A1 / �A1+A2�� is 75% in this study, A2 /A1
equals 1 /3.

If the assumption is made that the density in the cylinder is
uniform, division of Eq. �2� by Eq. �1� yields

vs

vp
=

V2

V1
−

A2

A1

As

A1
�1 +

V2

V1
� =

V2

V1
−

1

3

As

A1
�1 +

V2

V1
� �3�

With a cross-sectional area that is around 1% of the bore area, the
top-land crevice was not included in the ideal model because it
makes a negligible contribution ��1% � to the squish velocity.
Since A1 is a constant and V2, V1, vp, and As are known functions
of crank angle, the squish velocity can be determined for any
given crank angle.

3 Experimental Validation

3.1 The Test Volume. The primary component of the experi-
mental system is the UBCRICM �University of British Columbia
Rapid Intake and Compression Machine� because it contains the
test volume. This machine generates the physical phenomenon of
interest: turbulent squish flow in a combustion chamber. Although
motored engines can be used to generate similar flows, their initial
flow conditions are not accurately known and they vary randomly
from cycle to cycle. The UBCRICM eliminates these uncertainties
because the initial flow field is always quiescent.
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The UBCRICM comprises a single cylinder whose piston fol-
lows the motion of the wrist pin on a connecting rod and crank
linkage. The crank is turned by the linear motion of a rack that
meshes with a crankshaft pinion. The rack is driven from one end
by a pneumatic cylinder while the other end is connected to a
hydraulic ram. The ram pushes hydraulic fluid through an orifice
at a constant flow rate, thus ensuring a constant crank speed. The
UBCRICM crank normally rotates 360 deg when it is fired, with
the piston starting at top dead center �TDC�, so that both an intake
and compression stroke can be executed. It was reconfigured so
that the piston started at bottom dead center �BDC� to complete
the compression stroke first. The pressure in the pneumatic cylin-
der was set so that the effective crank speed was 800 rev/min
�2.66 m/s mean piston speed�. A detailed description of the
UBCRICM is found in the design report by Döhring �5� and
modifications made to the machine for the experiments reported
herein are documented by Lappas �6�.

The cylinder, piston, and cylinder head were made of transpar-
ent acrylic to enable optical velocity measurements. Three piston
rings and a head gasket, all of which were lubricated O-rings,
formed a tight seal for the cylinder. No inlet or exhaust valves
were present, but a small port drilled through the cylinder wall
just above the piston crown at BDC allowed air to enter the cyl-
inder. While the port ensured ambient cylinder pressure at the start
of the compression stroke, it was also used to introduce micro-
scopic particles �for PIV velocity measurements� before being
plugged for the start of the compression stroke. The particle seed-
ing system is shown in Fig. 3.

The combustion chamber used for this study was a “bowl-in-
piston” type, as illustrated in Fig. 4.

The main geometric features of the combustion chamber are
defined as

bowl area—The area of the piston bowl opening.
squish area—The cylinder bore area minus the bowl area.
squish ratio—The ratio of squish area to cylinder bore area.
piston clearance—The closest distance between the piston and
the cylinder head at a given crank angle.
raised bowl volume—The volume of the bowl plus the product
of the bowl area and the piston clearance.
squish volume—The volume of the combustion chamber minus
the raised bowl volume.
squish flow area—The area that is formed by the intersection of
the squish volume and the raised bowl volume. This is the area
through which the squished gases flow when exiting the squish
volume.

Unless described otherwise, the squish velocity for the bowl-in-
piston chamber is the ensemble mean velocity of gas through the
squish flow area. The combustion chamber had a squish clearance

of 3 mm, a compression ratio of 8.5:1, and a squish ratio of 75%.
Velocity measurements were generally made in 5 deg intervals

between 30 deg BTDC �before TDC� and TDC during the com-
pression stroke. As described by Heywood �7�, squish velocity
becomes significant during this period and a maximum is typically
reached near 10 deg BTDC. Turbulence production was also ex-
pected to peak during this period because of significant shear gra-
dients caused by the squish flow.

Experimental data were obtained by PIV �particle image veloci-
metry�. The technique enabled the in-cylinder flow to be visual-
ized and measured in planes parallel to the cylinder head. Ap-
proximately ten tests were performed for each crank angle.

3.2 The PIV System. The PIV system was developed from
separate components and it was specifically built for the UB-
CRICM. The system is shown in Fig. 5 and it worked by pulsing
a thin laser sheet twice through the transparent combustion cham-
ber. The sheet, which was approximately 0.5 mm thick, was
aligned parallel to the cylinder head and the laser pulse separation
time was typically below 200 ms. The double pulsing sequence
was initiated by the crank angle trigger that was set on an optical
encoder mounted on the crankshaft of the UBCRICM. For each
crank angle of interest the sheet was placed midway between the
piston crown and the head. Figure 4 shows the laser sheet position
denoted by plane A. Microscopic particles that were seeded into
the combustion chamber and that followed the local flow inside it
were illuminated each time the laser pulsed. For each of the two
laser pulses, a synchronized digital camera recorded an image of
the illuminated particles. The resulting image pair was later ana-
lyzed using cross-correlation software, which tracks the displace-
ments of gridded groups of particles. A sample image pair is
shown in Fig. 6. In the cross-correlation process, the spatial pat-
tern of the particle group found inside each grid cell �or “interro-
gation window”� serves as the identifying feature with which the
group’s movement is tracked. The outcome is a velocity field map
of the flow components parallel to and inside the laser sheet.

The twin pulse laser unit was a Gemini PIV 120-15 made by
New Wave. Each laser head in the unit is capable of delivering
120 mJ per pulse and the nominal pulse duration is 5 ns. The
wavelength of the light emitted is 532 nm. The signal generator
was a Berkeley Nucleonics model 500D. Once triggered by the
crank angle sensor, the signal generator provided synchronized
pulses to the lasers and the camera’s frame grabber �Matrox Me-
teor II-Digital�. The camera was a Roper Scientific ES 1.0 CCD
monochrome digital camera with 1008�1018 pixels per image

Fig. 2 The two control volumes „zones… assigned inside the
combustion chamber. Mass conservation on these zones can
yield the average squish velocity through area As

Fig. 1 Simple example of squish flow in bowl-in-piston com-
bustion chamber
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and a bit depth of 10 bits.

3.2.1 Beam Delivery. The purpose of the PIV optical assembly
was to form a thin laser sheet, which could be easily translated to
a desired plane in the combustion chamber. As shown in Fig. 4,

this plane was always made to bisect the squish gap for the crank
angle being studied. The translation of the laser sheet was
achieved by mounting a 45 deg laser mirror on a traverse that
moved parallel to the cylinder axis. The mirror was placed at the

Fig. 3 The particle seeding system. The conical flask doubles as a cyclone separator

Fig. 4 PIV measurement plane „plane A… for the bowl-in-piston combustion chamber. Dimensions are in
millimeters. The polar coordinate system in any plane parallel to the cylinder head is also described
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same height as the cylinder axis and the distance between the
mirror and the cylinder �approximately 1 m� was minimized to
reduce the positional sensitivity of the laser sheet to any pointing
instabilities in the laser. The traverse was mounted exclusively on
a steel tower secured to the ground, to reduce mirror vibration that
would cause unwanted movement of the light sheet.

The laser sheet was formed by two lenses �a positive cylindrical
lens and a double concave lens� that were mounted on the traverse
between the mirror and the test volume. Essentially, the lens pair
contracts and then collimates the laser beam in the horizontal
direction while it diverges the beam in the vertical direction. The
cylinder axis was horizontal and normal to the laser sheet.

3.2.2 Particle Seeding Method. Commonly available constant
flow-rate particle seeders are best suited to steady-flow systems
because the ratio of particles delivered to the air admitted is kept
at a fixed level. These types of seeders, however, are not suitable
for the momentary event executed by the UBCRICM. Instead, a
method was devised to “prime” the cylinder with a metered num-
ber of dispersed particles before “firing.” The method entailed

intermittently squirting dry air into a fixed number of solid seed
particles resting inside a flask so that after a short period, the
agitated particles would mix with the air. Dry air was used to
avoid condensation on the cylinder walls and to prevent possible
agglomeration of the seed particles. Using electrically grounded
aluminium tubing, the agitated mixture would exit the flask and
flow through a fine mesh. After the mesh the aerosol would flow
into the cylinder through the small inlet port.

The mesh filter was intended to break up any potentially
clumped particles. The mesh was also used to block unbreakable
particles larger than 3 �m. In order to ensure a homogeneous
distribution of seed particles, a nozzle was used to inject the par-
ticles deep into the cylinder. The nozzle was made by perforating
a 75 mm long tube and blocking one end. The OD �outer diam-
eter� of the tube was smaller than the port diameter to provide an
exit for the displaced cylinder air while the seed particles were
being injected.

3.2.3 Seed Particle Selection. Solid polymer particles were
selected for the current study because of their ability to withstand
the extreme conditions at TDC and because of their narrow size
distribution. The typically high degree of sphericity of the poly-
mer particles is also an advantage because the light scattering
characteristics are repeatable and the aerodynamic behaviour may
be reliably predicted. The relatively low density of polymers also
allows for large particle sizes that enhance light scatter while not
compromising their flow following ability.

A prerequisite to particle size selection is the estimation of the
flow field, particularly in regions of extreme flow acceleration.
The ideal two-zone mass transfer analysis of the bowl-in-piston
chamber revealed that for peak squish velocity, the mean accel-
eration of a parcel of air traversing the squish zone is at most
2100 m/s2. For a more realistic representation of the parcel’s ac-
celeration, a term for the turbulent velocity fluctuations was also
added. This term was based on combustion chamber observations
reported by Tabaczynski �8�. The author reported an upper bound
on turbulence frequency of 10 kHz. The amplitude of the fluctua-
tions was estimated from Anetor’s �9� observation that tangential
and radial turbulent fluctuations �vt

rms and vr
rms� were as high as

Fig. 5 Illustration of PIV system

Fig. 6 Raw PIV image pair captured for bowl-in-piston cham-
ber at 25 deg BTDC. The rightmost photograph was taken
170 �s after the left one. Displacements of particle groups in
the left image are determined by spatial cross correlation
analysis with the right image
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the mean piston speed.
The acceleration of the gas parcel described above was twice

integrated with respect to time to yield its displacement history.
This history is shown in the graph of Fig. 7. The responses of
three different particles to the accelerating air parcel are also
shown in this graph. The particle responses were simulated by
integration of the aerodynamic forces �Stokes’ drag�. The force
from pressure gradients was neglected because of the small air to
particle density ratio. Gravitational forces were also neglected as
the settling velocities are less than 1 mm/s. While the particles
were assumed to be spherical with a specific gravity of unity, they
differed in diameter. The particle diameters were 2, 4, and 10 �m.

It is clear from Fig. 7 that the simulated 2 �m particle not only
follows the mean acceleration of the fluid, but it also follows the
high-frequency fluctuations. The suitability of this particle for
10 kHz flows is also documented by other researchers, including
Melling �10�. Nevertheless, the 2 �m “high fidelity” particle is
redundant for PIV in this study because the technique has limited
spatial resolution and is unable to resolve the smaller turbulent
scales �6�. For example, even though the camera image just covers
a cylinder quadrant, a PIV interrogation window of 16�16 pixels
corresponds to a 1 mm wide square in the object plane. This di-
mension is considerably larger than the 0.3 mm microscale cited
by Tabaczynski �8�. In the current study this limitation makes PIV
better suited to determining mean velocity rather than rms veloc-
ity fluctuations. Consequently, the 4 �m particle was considered
superior for the purpose of PIV because it is a large particle �to
maximize light scatter� that is able to follow the mean accelerating
flow component and the low frequency components ��3 kHz�.
Accordingly, nylon microspheres from TSI Inc. with a nominal
diameter of 4 �m were used for the PIV measurements in this
study.

3.2.4 PIV Processing. Computer code made by Dantec Dy-

namics A/S called “Flowmanager” was used to extract velocity
data from each PIV image pair. The computer code produced a
two-dimensional array of vectors that described the velocity at the
centroids of the interrogation windows covering the observation
plane. This amounted to a vector array of 83 rows �x positions� by
84 columns �y positions�: a total of 6972 evenly spaced velocity
measurement points per PIV test.

FlowManager incorporates an iterative algorithm called “Adap-
tive Correlation” which has the advantage of using the displace-
ment information determined from initially large interrogation
windows to generate velocities from progressively smaller win-
dows. As a result, the final vector density is high so that flows
with large velocity gradients are spatially resolved. The initial
interrogation window size in this study was 64�64 pixels while
the final window size was 16�16 pixels. Since the largest particle
displacement was around 15 pixels, there is compliance to the
standard rule of thumb that the fastest particles do not move more
than 25% of the �initial� interrogation window size during the
pulse separation period.

The symmetry of the bowl-in-piston chamber was exploited to
determine the mean velocity. The cylinder plane was divided into
a number of 2 mm thick imaginary concentric rings that contained
velocity vectors. The arithmetic mean of the vectors in each ring
was used to represent the mean velocity at the ring’s mid-
circumference. Other useful quantities such as the standard devia-
tion of the vectors per ring were also determined. The computer
software chosen to plot the resultant vector fields was “Tecplot.”

3.2.5 PIV Errors. The velocity vectors that FlowManager
yielded were validated by a number of means. Perhaps the most
important technique used was “peak validation” in which vectors
that have a clearly dominant correlation peak were identified.
Only PIV images that had passed validation were accepted. Sub-

Fig. 7 The simulated displacement history for three differently sized particles following fluctuating squish flow
inside the bowl-in-piston chamber. The motion of the air that the particles are responding to is also shown. The
particles have a density of 1000 kg/m3. The motion of the 2 micron particle coincides with that of the air.
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sequent LDV �laser Doppler velocimetry� measurements taken
near the bowl rim of a similar combustion chamber also matched
their corresponding PIV result �6�.

Assuming that the particles follow the flow with adequate fidel-
ity and that the determined particle group displacements are valid,
there are possible sources of PIV error for ensemble-mean
velocities.

One source is related to the displacement resolution of particle
groups. A commonly accepted value for this spatial resolution is
0.1 pixels �11�. With a typical laser pulse separation time of
200 �m and an image conversion factor of 15 pixels/mm, the
resolution yields a velocity uncertainty of 33 mm/s. This repre-
sents a relative uncertainty of 3.3% for 1 m/s flows.

Another source of error is statistical in nature and it represents
the difference between the measured mean and the true mean
�determined from an infinite number of samples�. The range of
velocities in which the probability of finding the true ensemble
mean is 90% is known as the 90% confidence interval for this
mean. The interval can be described by the following probability
statement, which is similar to the one found in Bhattacharyya and
Johnson �12�:

Pr�Vmean − t0.05
s

�N
� �v � Vmean + t0.05

s
�N

� = 90% �4�

where Vmean is the measured mean velocity,

N is the number of samples used to find Vmean,
�v is the true mean velocity,
t0.05 is the t value above which the area under the t distribution
is 0.05,
s is the standard deviation in the sample set of velocities.

It follows from Eq. �4� that the 90% confidence interval for the
ensemble mean is

Vmean ± t0.05
s

�N
�5�

As shown in Eq. �5�, the statistical uncertainty depends on the
standard deviation, which varies with crank angle and location. As
a rough guide, however, the ensemble mean velocity in both the
radial and tangential directions had a typical uncertainty of around
0.3 m/s.

4 Experimental Results and Discussion
Ensemble mean velocity maps determined from the PIV images

are shown in Fig. 8. Each velocity map is split in two—the right
half shows a vector field, while the left half mirrors the right side
with contour lines of flow speed in the plane. Each PIV map does
not cover the entire cylinder cross section because the raw PIV
images were focused on a cylinder quadrant to maximize image
resolution. Out-of-plane velocities are not shown. The broken
circle surrounding the center of each velocity map represents the
piston bowl rim. It is evident from Fig. 8 that the predominant
velocity in the bowl-in-piston chamber is radially inward �squish�
for all crank angles tested. As shown by the concentric contour
rings, the velocity distribution is symmetrical about the longitudi-
nal axis and the peak squish velocity tends to penetrate the bowl
volume as TDC is approached. The squish velocity is zero at the
center of the chamber because of the flow symmetry. It is worth
noting that although the squish velocity near the bowl rim sub-
sides near TDC, residual inward flow is observed above the bowl
region. By continuity arguments, this indicates a persisting recir-
culating flow inside the bowl.

Figure 9 shows a summary of the mean radial velocities ob-
served in plane A of the combustion chamber. In this figure, the
dependence of mean radial velocity on crank angle and radial
position is shown. Figure 9 shows that the peak mean radial ve-
locity inside the PIV plane reaches a maximum at around 10 deg

BTDC. This maximum occurs at the bowl lip �r=25 mm�. The
ideal two-zone model that was created to estimate the squish ve-
locity also predicted a maximum at the same crank angle; how-
ever, the experimental maximum was 12% lower than the ideal
value. This discrepancy is seen in Fig. 10, which shows a com-
parison in the squish velocity history �at r=25 mm� between the
ideal model and PIV results. The difference exceeds the maximum
measurement uncertainty of 0.3 m/s in the mean radial velocity.
Figure 11 shows the radial distribution of the statistical uncer-
tainty in the mean radial velocity. The distribution is shown for
the two different crank angles: 20 deg BTDC and TDC.

It is worth noting from Fig. 11 that near TDC the statistical
uncertainty is considerably larger above the bowl than it is above
the squish area. A similar spatial distribution was found for tan-
gential velocity near TDC. The distribution is caused by larger
variations in velocity detected above the bowl due to a suspected
higher level of turbulence there. Poorer PIV image quality above
the bowl cannot be blamed for the larger variations because the
reverse was observed. In fact, the particles appeared less distinct
above the squish area because the light sheet was very close to the
head and piston at TDC and stray reflection from these surfaces
was more apparent. More turbulence is expected in the piston
bowl because of the shear gradient resulting from squish flow at
the bowl lip. The high variability in measured velocity is also
evident in the PIV velocity map near TDC shown in Fig. 8. In this
figure, the velocity contour bands are broken and less defined than
for other crank angles.

4.1 Causes of Discrepancy in Mean Velocity between Ideal
Model and PIV. In order to systematically try to isolate the
cause�s� of the discrepancy between predicted and measured
squish velocities, the sources of error were grouped into the fol-
lowing three categories: �a� poor experimental generation of
specified flow, �b� PIV measurement errors, and �c� numerical
modeling errors. The categories are shown in the tree diagram of
Fig. 12. Parameters affecting category �a� can be identified by
doing a mass balance in the squish volume. Using the notation
from the ideal model, the mass balance can be expressed as
follows:

�2vsAs = �1A1vp − V1
d�1

dt
− ṁl �6�

where the new term ṁl denotes the mass loss rate due to leakage
and crevice filling. The mass transfer by molecular diffusion is
ignored because it is insignificant relative to the squish flow.

Acknowledging that the squish flow is turbulent, the appropri-
ate velocities and densities used in Eq. �6� can be split into their
mean and fluctuating components. If the result is then Reynolds
averaged, the following relation is produced:

v̄s =

�̄1A1vp − V1
d�̄1

dt
− ṁl − �2�v�sAs

�̄2As

�7�

where overbars represent means and the primes denote fluctua-
tions from the means.

It is worth noting that the last term in the numerator of Eq. �7�,
which arose from the averaging operation, represents the turbulent
transport of mass from the squish volume. It follows from Eq. �7�
that the mean squish velocity v̄s at a given crank angle depends on
initial and boundary conditions along with time-dependent geo-
metric parameters �V1, As, vp� and mass losses �ṁl�. The density
and turbulence terms are not included as separate variables be-
cause they too depend on the above parameters �through the en-
ergy equation and the ideal gas law�. The geometric parameters
depend on variables such as squish gap, squish area, bowl diam-
eter, stroke, crank speed, and crank angle. Careful examination of
these independent variables shows that squish gap and crank
speed are more prone to error. These two variables along with the
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mass loss are shown in Fig. 12 under category A. The variables
must have uncertainties that are small enough in order to generate
a well-defined squish velocity history.

There are two relevant sources of PIV measurement uncertainty

and, as shown in category B of Fig. 12, they are seed particle
errors and PIV processing. The seed errors are related to distribu-
tion, visibility, and flow-following ability of the particles.

Examination of the ideal model developed earlier places suspi-

Fig. 8 Mean PIV velocity maps in combustion chamber. Units for X and Y axes are mm.
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cion on the key assumption that the gas density in the combustion
chamber is uniform at any one time. Although pressure differen-
tials in the nonreacting combustion chamber can be considered to
have a negligible effect on density because of the subsonic veloci-
ties, temperatures may vary in the chamber due to nonuniform
heat transfer. The nonuniform heat transfer could originate from

local regions of relatively high turbulence �such as near the bowl
rim� and, as a result, errors in the model may arise that fall into
category C.

In the current study, a number of causes �of the disparity be-
tween numerical and experimental squish results� identified at the
bottom level of Fig. 12 could be eliminated because of their rela-

Fig. 9 Summary of PIV measurements in plane A for the bowl-in-piston chamber. The evolution of the mean radial squish velocity
is shown for a set of radial positions.

Fig. 10 Temporal evolution of the mean squish velocity for the bowl-in-piston chamber. Results
from the ideal two-zone mass transfer model and from PIV results are shown for comparison.
Crank speed is 800 rev/min.
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tive insignificance. For example, the uncertainty in crank speed
was neglected because it was only 3%. The uncertainty was de-
termined by monitoring the output of the crank angle sensor.

Rigorous static helium tests that were performed in the com-
bustion chamber also indicated that leakage was negligible. The
strongest evidence that leakage and crevice-flow were insignifi-
cant was the absence of PIV velocity vectors pointing toward and
being near the cylinder wall. Any such vectors would have re-
vealed flow into crevices by simple continuity arguments. Further-
more, short exposure photographs �of a side of the piston� during
UBCRICM operation revealed a squish gap that matched model
specifications.

The possibility of particle flow infidelity �to the bulk motion�
did exist if the nylon PIV particles had a tendency to agglomerate.
Nevertheless, this cause was also dismissed because a finer oil
mist that was tried yielded similar velocity results to the nylon
particles. The smaller size of the olive oil particles in the mist was
readily confirmed by PIV image inspection. The oil mist was not

regularly used for the PIV measurements because of the difficulty
in repeating particle concentration and uniformity. PIV processing
errors were also considered negligible causes for the discrepancy
because individual particle displacements closely matched PIV
results. The individual displacements were measured �in pixels�
between the two successive PIV images on occasions when indi-
vidual particles were discernible.

The remaining cause for the discrepancy that could not be
eliminated without further investigation was incorrect representa-
tion of physical processes �in particular the process of nonuniform
heat transfer�.

5 An Improved Model for Predicting Squish Velocity
The acknowledgment that heat transfer may differ between

zones 1 and 2 �the squish volume and the raised bowl volume,
respectively� means that each zone may be modeled with dis-
tinctly different temperatures and densities. In order to solve for

Fig. 11 The radial distribution „in plane A… of the 90% confidence interval for the mean
radial velocity „ŠVr‹… in the bowl-in-piston chamber. The distribution is shown for two differ-
ent crank angles.

Fig. 12 Classification of possible causes for discrepancies in squish velocity
between PIV results and mathematical model
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these properties and squish velocity, mass conservation and en-
ergy conservation is applied to each zone. The ideal gas equation
and the assumption of uniform pressure are then used to achieve
closure. Using the notation from the ideal model, the following
equations describe the solution procedure.

The mass balance for zone 1 is expressed as

V1d�1 = vpA1�1dt − dms �8�
Similarly a mass balance applied to zone 2 yields

V2d�2 = vpA2�2dt + dms �9�
where

dt is the time step,
dms is the mass exiting the squish volume during
dt.

The energy balance for zone 1 is

− �Q1� = �1V1CVdT1 +
Pdms

�1
− PA1vpdt �10�

Similarly, the energy balance for zone 2 is

− �Q2� = �2V2CVdT2 −
Pdms

�1
− PA2vpdt �11�

where

Q1 and Q2 are the heat losses in zones 1 and 2, respectively,
dT1 and dT2 are the temperature increments in zones 1 and 2,
respectively.

The heat loss terms are modeled by the function

Qi = hiAwi�Ti − Twi�dt �12�

where i is the zone index

h is the convective heat transfer coefficient �found from the
Annand correlation �13��,
Twi is the inner wall temperature of the combustion chamber
zone i,
Awi is the wall surface area in zone i.

Twi is calculated by numerically solving for unsteady heat
conduction in the combustion chamber walls.

For closure, the ideal gas law is used for both zones with the
assumption that the pressure �P� is uniform:

dP

P
=

d�1

�1
+

dT1

T1
�13�

dP

P
=

d�2

�2
+

dT2

T2
�14�

The above analysis contains six equations with six unknowns,
namely d�1, d�2, dT1, dT2, dP, and dms. Therefore, all unknowns
can be solved for each time step. The value of dms is used to
determine the squish velocity, vs, by the relation

dms = vs�2Asdt �15�

The equations were numerically integrated and the improvement
of the revised model is evident in Fig. 13.

The value of h1 increased fivefold during the compression
simulation mainly because of the influence of charge density in
the Annand correlation. At 20 deg BTDC, h1 was 873 W/m2K.
This value cannot be directly confirmed because of the absence of
independent measurements on similar rapid compression ma-
chines. Nevertheless, the value was within 10% of the heat trans-
fer coefficient �953 W/m2K at 20 deg BTDC� estimated from
motored data taken by Alkidas �14�. Alkidas used a conventional
spark ignition engine operating at similar conditions to the UB-
CRICM. His engine had a disk-shaped combustion chamber and it
operated with little swirl. The ratio for h2 /h1 that was used in the
revised model was 5 and it reflects the heat transfer increase in
zone 2 due to turbulence. This ratio is very important because it
influences the density ratio �and hence the squish velocity� be-
tween the squish volume and the bowl volume. The ratio was
assigned after observing with PIV that, for crank angles between
30 deg BTDC and TDC, the turbulent fluctuations just inside the
bowl lip were on average five times as high as in the squish zone.
Based on the findings of Maciejewski and Moffat �15�, the con-
vective heat transfer coefficient was approximated to be propor-
tional to the turbulent fluctuations. It should also be noted that
when h2 and h1 were set to zero, the squish velocity history
matched the ideal model’s results, as expected.

Fig. 13 Effect of heat transfer correction on predicted squish velocity history
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6 Conclusions

Measurements of the squish velocity inside the bowl-in-piston
combustion chamber and comparison of the results with
output from numerical simulations yielded the following major
conclusions:

1. Besides factors such as a particle’s flow following ability
and visibility, PIV image resolution is very important
when determining the size of seed particles used. In
many cases, when this resolution is coarser than the
smaller scales of turbulence, the biggest �and therefore
the most conspicuous� possible particles should be used
that can follow turbulence scales corresponding to the
resolution. Smaller particles would be redundant be-
cause, although they may be able to follow the smaller
turbulence scales in the flow, these scales could not be
resolved by the PIV system. Since the smaller scales are
not usually resolved in PIV, rms velocities tend to be
more uncertain than point measurements, making PIV
more suitable for global mean velocity measurements.
Ideally, PIV system resolution should be fine enough to
discern a wide range of turbulent scales without compro-
mising the system’s ability to capture a flow’s global
detail.

2. Despite the simplicity of the ideal two-zone mass transfer
model for simulating squish velocities inside the bowl-
in-piston combustion chamber, the measured peak squish
velocity was 12% less than the prediction. The simple
model’s assumption of uniform density throughout the
cylinder was a strongly suspected cause of the discrep-
ancy. An improved model for simulating the squish ve-
locity was developed by accounting for the density
changes that are caused by heat transfer variations from
nonuniform turbulence in the combustion chamber. This
improved model provided a more accurate prediction of
the measured squish velocity in a bowl-in-piston-type
combustion chamber.
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Experimental Study on
Homogeneous Charge
Compression Ignition Combustion
With Fuel of Dimethyl Ether
and Natural Gas
The homogeneous charge compression ignition (HCCI) combustion fueled by dimethyl
ether (DME) and compressed natural gas (CNG) was investigated. The experimental
work was carried out on a single-cylinder diesel engine. The results show that adjusting
the proportions of DME and CNG is an effective technique for controlling HCCI com-
bustion and extending the HCCI operating range. The combustion process of HCCI with
dual fuel is characterized by a distinctive two-stage heat release process. As CNG flow
rate increases, the magnitude of peak cylinder pressure and the peak heat release rate in
the second stage goes up. As DME flow rate increases, the peak cylinder pressure, heat
release rate, and NOx emissions increase while THC and CO emissions decrease.
�DOI: 10.1115/1.2130731�

1 Introduction
Homogeneous charge compression ignition �HCCI� combustion

has the potential to realize high efficiency and low emissions
�1–7�. HCCI engines can have efficiencies as high as
compression-ignition, direct-injection �CIDI� engines, while pro-
ducing ultra-low oxides of nitrogen �NOx� and particulate matter
�PM� emissions. In some regards, the HCCI engine incorporates
the best features of both spark ignition �SI� gasoline and CIDI
engines. Like an SI engine, the charge is well mixed so that the
particulate emissions are minimized and, similar to a CIDI engine,
it is compression ignited and has no throttling losses, which leads
to high efficiency. The HCCI engine is expected as a next genera-
tion engine to take over in place of the conventional internal com-
bustion engine �8�. However, the HCCI smooth operation occurs
only in a limited region. The operation range is limited by misfire
and knocking.

Studies have shown that the ignition and combustion of HCCI
are dominated by the kinetics of chemical reaction of the fuel with
air. Controlling ignition timing is one of the challenging tasks in
the operation of HCCI engines because HCCI ignition is deter-
mined by the charge mixture composition, its time-temperature
history, and to a lesser extent pressure. Therefore, an indirect ap-
proach has to be applied for controlling ignition timing. General
solutions to this problem include exhaust gas recirculation �EGR�,
variable compression ratio �VCR�, and variable valve timing
�VVT�, etc. �9,10�. In addition, when the engine operates at high
loads, the nature of HCCI combustion can lead to knock due to its
high burning rates. On the other hand, operation on fuels with
high octane number at light loads may cause incomplete combus-
tion or misfire resulting from lower flame temperature caused by
much smaller burning rates. Therefore, extending the operating
range of HCCI engines is another challenge in the attempt to take
advantage of HCCI technique. One approach to obtain a wider
operation range is stratified combustion with multiple pulsed in-
jections of fuel and water to optimize the mixing of charge

�11,12�. Another important approach is to use two fuels that have
different properties. An adjustment of the proportion between high
cetane number fuel and high octane number fuel has been reported
as a method for controlling the ignition timing in HCCI combus-
tion �13,14�.

Shudo et al. �13� have proposed a new HCCI combustion en-
gine system fueled with DME and methanol-reformed gas
�MRG�. This system has demonstrated high thermal efficiency
over a wide range of equivalence ratio. MRG effectively controls
the heat release timing of the second stage by the high-
temperature reactions in HCCI of DME to expand operable range
of equivalence ratio and engine load. Chen et al. �14� have inves-
tigated the effects of HCCI combustion using the mixture of natu-
ral gas and DME in various proportions. The results show that the
mixture could run the engine quietly and smoothly over a wide
load range. The thermal efficiency was higher than that of fuel
direct injected diesel when the DME proportion was optimized.
For a fixed airflow only a small amount of DME was required to
obtain auto-ignition, while further DME addition had little effect
on advancing the start of ignition.

This paper reports the investigation of the HCCI combustion
strategy on a dual fueled test engine using DME and CNG. The
effects of DME and CNG concentrations on the combustion, per-
formance and exhaust emissions were investigated in the case of
same brake mean effective pressure �BMEP�. The aim of this
research was to analyze the influence of DME and CNG on HCCI
combustion, engine performance, and pollutant emissions.

2 Experimental Setup and Apparatus
The experiment was conducted on a single-cylinder, water-

cooled, direct-injection diesel engine, with bore and stroke both
115 mm, � shape combustion chamber, 17 compression ratio,
rated power of 14.7 kW at 2200 rev/min. An electronically con-
trolled fuel injection system was used for fueling DME and CNG.
The electromagnetic valve was mounted close to the intake port.
Electronically controlled fuel injection allows the adjustment of
the injected amount of each fuel according to the engine operating
conditions. A homogenous mixture of DME and CNG with air
was formed during the compression stroke. Ignition timing and
combustion rate can be controlled by adjusting the relative con-
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centration of DME and CNG, and both the lower and higher loads
in HCCI operating range can be extended through this system. In
order to reduce the effect of intake air cycling variation on the
measurement of intake air flow rate, a large tank was added as a
pressure stabilizer in the intake system. The flow meter was
mounted at the inlet of the tank. Figure 1 illustrates the experi-
mental setup. The cylinder pressure was recorded by a pressure
transducer that was mounted at the cylinder head and connected to
a Labview data acquisition system. The rates of heat release were
calculated using a zero-dimensional model. A dynamometer was
used to estimate the torque and, depending on that, brake mean
effective pressure �BMEP� was calculated. An exhaust gas ana-
lyzer was adopted to measure the NOx, CO, and THC emissions.

Test conditions were set as follows:

Engine speed: 1400 rev/min
Coolant temperature: 80°C
Oil temperature: 70°C
Inlet charge temperature: 16–18°C

3 Results and Discussions
In order to present the excess air ratio of blends of DME and

CNG and the relative proportions of them, the total excess air
ratio of two fuels and the proportions of DME and CNG are
defined. The total excess air ratio is expressed as

�total = mair
˙ /�mCNG

˙ · fCNG_th + mDME
˙ · fDME_th� �1�

The proportion of DME is defined by

RDME =
mDME

˙ · QHVDME

mCNG
˙ · QHVCNG

+ mDME
˙ · QHVDME

� 100% �2�

so the proportion of CNG can be defined by

RCNG = 1 − RDME �3�

where mair
˙ is the air flow rate, mCNG

˙ and mDME
˙ represent the flow

rates of CNG and DME, and fCNG_th and fDME_th are the theoret-
ical air fuel ratios of CNG and DME. QHVCNG

and QHVDME
are the

lower heating values of CNG and DME.

3.1 Ignition Limit and Knock Limit of HCCI for DME/
CNG Dual Fuel. With a compression ratio of 17, the diesel en-
gine used in this study could not achieve compression ignition of
CNG due to its high temperature point for auto-ignition. In the
HCCI process of DME/CNG dual fuel, ignition of CNG is
achieved through heat release from the burning of DME, which
first ignites through compression. Consequently, if the proportion
of DME is too low, its heat release is not sufficient to ignite CNG,
causing “misfire” or incomplete combustion as shown in Fig. 2�a�.
This situation results in large cycle-to-cycle variation, reduction in
power, and dramatic increase in HC emission. As illustrated in
Fig. 2�b�, two situations could cause knocking combustion: �1�
when DME quantity is very high, resulting in earlier ignition and
more rapid burning; and �2� when CNG quantity is very high and
DME quantity is high enough to ignite CNG, causing rapid com-
bustion of CNG. Therefore, the HCCI engine fueled by DME/
CNG is limited by knocking combustion as well. At a particular
load, by controlling the injected quantity of each fuel to ensure
normal combustion �see Fig. 2�c��, the engine can run smoothly
and achieve a better thermal efficiency and a very low NOx emis-
sions.

3.2 Combustion Characteristics

3.2.1 Effects of CNG Combustion Process. Chen et al. �14�
reported that a certain amount of DME does not affect the lean
burning limit. This suggests that the engine running at that load
could be adjusted by changing CNG flow rate. A higher load
requires a higher CNG flow rate. The cylinder pressure diagram
and heat release rates of the engine running at various loads are
shown in Fig. 3. Figure 3�a� gives the indicator diagrams for
different BMEPs, and Fig. 3�b� shows the rates of heat release and
lists the total excess air ratios �total corresponding to different
BMEPs at 1400 rev/min. The results show that the HCCI process
of DME/CNG dual fuel is characterized by a two-stage heat re-
lease process, and the second heat release begins near TDC. Due
to the limitation introduced by knocking combustion, a lower

mDME
˙ was supplied during the experiment at BMEP of 0.52 MPa,

while a higher mDME
˙ was used at BMEP of 0.11 MPa. The mDME

˙

was kept almost unchanged for other three situations. Table 1 lists
the proportions and flow rates of DME and CNG �RDME,RCNG,

mDME
˙ , mCNG

˙ � for different test points shown in Figs. 3 and 4. The
results also show that the first peak of heat release rate and that of
ignition timing are related to DME flow rate. A higher DME flow
rate leads to earlier heat release and hence a higher peak in the

Fig. 1 Schematic of test setup

Fig. 2 Abnormal and normal HCCI process for DME/CNG dual fueled engine
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first stage. A higher CNG flow rate results in peak pressure in-
creased and peak value of heat release rate higher. The results also
show that when DME flow rate is kept constant, almost no differ-
ence can be found in the time interval between the two peaks of
heat release rate as CNG flow rate is adjusted.

Although values �such as 5% and 10%� of mass fraction burned
are usually defined ignition, it is believed that the combustion
efficiency is lower at leaner charge in HCCI combustion. In this
investigation, ignition timing is defined by the crank angle at
which 5% of the total heat has released by the burnt fuel, and the
primary burning duration is defined as the period in which
5% –90% of the total heat has released. Figure 4 shows that the
ignition timing �5%� varies a bit �within 1 degree of crank angle�
and the primary burning duration �5% –90% � does not vary very
much either when CNG flow rate is adjusted. It can be concluded
that CNG flow rate has little effect on the primary burning dura-

tion. However, when the load is high �BMEP=0.52 MPa�, since
the mixture is relatively rich, the ignition timing still varies
slightly. Nevertheless, heat release rate reaches its second peak
earlier when the load is high, leading to a sharp reduction in
primary burning duration. At higher loads, because of high con-
centration, the rapid of burning of mixture will cause knocking
combustion, so it is desirable to find approaches that can help
slow down the burning rate at higher load. The introduction of
cold EGR may be an effective technique to control the burning
rate.

On the other hand, at BMEP of 0.11 MPa, due to a higher DME
flow rate, the ignition timing comes earlier and the second peak in
heat release rate occurs prior to TDC, resulting in an even higher
peak pressure than that at BMEP of 0.2 MPa. Additionally, the
mixture being too lean prolongs the primary burning duration. It is
evident that all these factors do not bring any benefits in terms of
increasing the engine thermal efficiency.

The experimental results show that CNG affects both the first
stage heat release �heat released by the low-temperature reaction
of DME� and the second stage heat release �heat released by high-
temperature reaction of DME and CNG�. They are well in agree-
ment with those from the chemical kinetic modeling work �15�.

3.2.2 Effects of DME on Combustion Process. Figure 5 sum-
marizes the results from a series of tests designed to investigate
the effect of DME on the HCCI combustion process of DME/
CNG dual fueled engine running at 1400 rev/min with BMEP
about 0.4 MPa. Figure 6 illustrates the effect of DME on the mean
temperature in cylinder. Table 2 lists the proportions and flow
rates of DME and CNG. It can be seen that the maximum cylinder
pressure and temperature increase as DME flow rate goes up;
knock occurs when the DME flow rate is larger than 0.775 kg/h
�RDME�37.7% � in the case of BMEP about 0.4 MPa. An in-
creased DME flow rate advances the ignition timing forward, en-
hances heat release rate, and shortens both burning duration and
the time interval between two peaks of heat release rate. Although

Table 2 The �total, RDME, RCNG, mDME
˙ , mCNG

˙ for Figs. 5 and 6

IMEP �MPa� �total RDME �%� RCNG �%� mDME
˙ �kg/h� mCNG

˙ �kg/h�

0.46 2.51 21.4 78.6 0.518 1.050
0.58 3.18 29.9 70.1 0.573 0.741
0.56 3.17 31.5 68.5 0.606 0.726
0.57 3.16 36.0 64.0 0.697 0.684
0.55 2.72 37.7 62.3 0.775 0.706

Fig. 3 Effects of CNG on combustion process

Table 1 The �total, RDME, RCNG, mDME, mCNG for Figs. 3 and 4

BMEP �MPa� �total RDME �%� RCNG �%� mDME
˙ �kg/h� mCNG

˙ �kg/h�

0.52 2.59 22.1 77.9 0.523 1.007
0.40 3.37 33.5 66.5 0.612 0.665
0.30 3.76 37.4 62.6 0.615 0.563
0.20 4.48 44.5 55.5 0.616 0.420
0.11 5.71 60.4 39.6 0.663 0.237

Fig. 4 Effects of CNG on burning rates
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�total=2.51 is the lowest excess air ratio �rich mixture� among the
five test points, incomplete combustion occurs because of the low-

est DME flow rate �mDME
˙ =0.518 kg/h�, and the indicated mean

effective pressure �IMEP� decreases. Therefore, the principal
function of DME in the dual-fuel system is to initiate the combus-
tion of two fuels and to regulate the burning rate of the mixture.

Figure 7 shows that DME flow rate greatly affects the ignition
timing and the burning rate in the first stage. As DME flow rate
increases, ignition timing advances and the first peak in heat re-
lease rate goes up. As a result of the effect on the first stage, DME
flow rate will also affect the second stage: the second peak ap-
pears earlier and becomes larger when a higher DME flow rate is
used. As a summary, the effect of DME flow rate on the combus-
tion process is due mainly to the fact that higher DME flow rate
enhances the cool-flame heat release, resulting in elevated in-
cylinder temperature �as shown in Fig. 6� and increased burning
rate �as shown in Fig. 5�b��. Also, the enhancement in cool-flame
chemistry yields more active radicals that will speed up the burn-
ing rate of the second stage and thus lead the heat release rate to
its peak earlier �15�.

3.3 Brake Thermal Efficiency (BTE)

3.3.1 Effects of DME on BTE. Figure 8�a� illustrates the effect
of DME on BTE of the DME/CNG dual fuel HCCI engine. The
results indicate that high BTE appears in normal combustion, and,

between incomplete combustion and knocking combustion, DME
proportion has no remarkable influence on BTE. However, when
DME proportion is high enough, the engine will knock. Because
knock breaks the thermal boundary layer, heat loss is increased
�16�, and consequently BTE is reduced. Tadashi et al. �17� also
suggested that it is possible to reduce heat loss resulting from
knocking combustion by controlling the ignition timing at an ap-
propriate timing after TDC. Therefore, it is necessary to decrease
DME flow rate at high engine load. On the other hand, when
DME proportion is close to lean burning limit, incomplete com-
bustion will happen. This situation will lead to large cycle-to-
cycle variations and high HC emissions, and BTE will decrease
greatly.

Figure 9 shows the knock limit and lean burning limit accord-
ing to Fig. 8�a�, including the relationship between �total and RDME

�Fig. 9�a��, and the relationship between �total and mDME
˙ �Fig.

9�b��. Apparently, as engine load increases �BMEP increases�, the
DME proportions of knock limit and lean burn limit decrease, but
DME flow rate of partial combustion limit increases slightly �Fig.
9�b��. That is to say, an increased CNG flow rate demands DME
flow rate increasing to initiate CNG ignition. This result is differ-
ent from Chen’s result �14�. Furthermore, the DME flow rate of
knock limit decreases as engine load increases. Therefore, as en-
gine load increases, between the knock limit and lean burn limit,
the acceptable variable ranges of DME flow rate and DME pro-
portion decrease.

Fig. 5 Effects of DME on combustion process

Fig. 6 Effects of DME on the temperature in cylinder Fig. 7 Effects of DME on the first stage heat release
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3.3.2 Effects of CNG on BTE. Figure 8�b� shows the effect of
CNG flow rate on BTE of the HCCI engine, and Table 3 lists the
total excess air ratio, DME proportion and flow rate, etc. As men-
tioned above, if the DME flow rate is kept constant, the higher the
amount of CNG is supplied, the greater BMEP is achieved. In this

test, mDME
˙ was set at about 0.610 kg/h. Results in Fig. 8�b� sug-

gest that high BTE can be achieved by increasing the CNG flow
rate. However, as the CNG flow rate gets closer to the knock limit,
the BTE decreases slightly �i.e., BMEP=0.5 MPa�. Figure 8�b�
also indicates that the BTE of the HCCI engine is higher than that
of original diesel engine at middle load. At light load, the HCCI
combustion system must be optimized in order to improve the

BTE of the engine. One effective technique is to use EGR. The
effects of EGR on BTE are being investigated, and the results will
be reported elsewhere.

3.4 Emissions

3.4.1 THC and CO Emissions. HCCI engines have inherently
low emissions of NOx and PM �particulate matter�, but relatively
high emissions of hydrocarbons �HC� and carbon monoxide �CO�.
In this study, HCCI combustion fueled with DME and CNG ex-
hausted very high levels of THC and CO emissions compared to
those from the original diesel �not shown in this paper�. HC emis-
sions from HCCI combustion at moderate and high loads are
shown to originate primarily from crevices �18�. The amount of
HC leaving the cylinder is therefore, as a first-order approxima-
tion, controlled by the amount of fuel trapped in the crevices at
the time when bulk reactions freeze. On the other hand, the for-
mation of CO is much more complex. CO is believed to be
formed close to the walls where the temperature is high enough
for the oxidation of HC starting, but the cooling from the wall
prevents complete oxidation to CO2 �19�. For this mechanism,
both wall temperature and bulk temperature history have strong
impact on CO emissions. Figure 10 illustrates how CO and THC
emissions are dependent upon DME proportion. When DME pro-

Table 3 The �total, RDME, RCNG, mDME
˙ , and mCNG

˙ for Fig. 8„b…

BMEP �MPa� �total RDME �%� RCNG �%� mDME
˙ �kg/h� mCNG

˙ �kg/h�

0.11 5.71 60.4 39.6 0.663 0.237
0.20 4.48 44.5 55.5 0.616 0.420
0.30 3.89 38.6 61.4 0.609 0.534
0.40 3.17 31.5 68.5 0.606 0.726
0.50 2.48 23.1 76.9 0.564 1.038

Fig. 8 Effects of DME and CNG proportions on BTE

Fig. 9 Knock limit and lean burning limit
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portion is adjusted to decrease at constant load mode �while CNG
proportion is adjusted to increase accordingly�, both the THC and
CO emissions increase �Fig. 10�. As the DME proportion gets
closing to the ignition limit, THC and CO emissions increase
rapidly. Therefore, high CO and THC emissions are the characters
of partial combustion or misfire in HCCI.

3.4.2 NOx Emissions. NOx formation is mainly dependent on
combustion temperature. The important attribute of HCCI is to
allow combustion to occur at a very low temperature. NOx emis-
sions from the engine can be dramatically reduced. Figure 11
illustrates the effects of DME proportion on NOx emissions. As
mentioned above, the cylinder pressure increases as DME propor-
tion goes up, leading to increased combustion temperature. There-
fore, NOx emissions are directly related to DME proportion,
meaning NOx emissions increase as DME proportion goes up. In
addition, when the DME proportion reaches the knock limit, NOx
emissions increase rapidly. Therefore, high NOx emission is an-
other character of knocking combustion in HCCI.

4 Conclusions
This article reports experimental results related to the combus-

tion characteristics, performances, and emissions characteristics of
the HCCI engine with fuel of DME and CNG. Experimental re-
sults are summarized below.

1. Adjustment of the proportion of DME and CNG is an
effective technique to control HCCI combustion and ex-

tend the HCCI operating range. The maximum BMEP of
HCCI operation with fuel of DME and CNG dual fuel
can reach 0.52 MPa at 1400 rpm.

2. The combustion process of HCCI with dual fuel DME/
CNG is characterized by a distinctive two-stage heat re-
lease process. CNG affects heat release both in the first
stage and in the second stage. As CNG flow rate in-
creases, the magnitude of the second peak goes up, but
the burning duration almost remains unchanged for a cer-
tain range of CNG flow rate.

3. The effect of DME on the ignition and combustion of
HCCI process focuses on the first stage. As DME flow
rate increases, auto-ignition occurs earlier, the two peak
heat release rates increase, and the interval and burning
duration between the two peak heat release rates become
shorter.

4. When DME flow rate is very high, the engine will knock,
causing BTE to be reduced; on the other hand, if DME
flow rate is very small, incomplete burning will cause
significant reduction in BTE. In normal combustion con-
ditions, DME flow rate has little effect on BTE.

5. As DME flow rate increases, NOx emissions increase and
THC and CO emissions decrease. When the DME flow
rate gets close to the knock limit, NOx emissions increase
rapidly. In contrast, if it gets close to the ignition limit,
THC and CO emissions increase rapidly.
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Three-Dimensional Catalytic
Regeneration Modeling of SiC
Diesel Particulate Filters
Increasingly stringent diesel particulate emissions standards have reestablished interna-
tional interest in diesel filters, whose first series application dates back to 1985. Modern
diesel engine technology, with computerized engine management systems and advanced,
common rail injection systems, needs to be fully exploited to support efficient and durable
diesel filter systems with catalytic aids, as standard equipment in passenger cars. Effi-
cient system and components’ optimization requires the use of mathematical models of
diesel filter performance. The three-dimensional model for the regeneration of the diesel
particulate filter presented in this paper has been developed as an engineering tool for
the detailed design optimization of SiC diesel filters of modular structure. The 3-D mod-
eling is achieved by interfacing an existing 1-D model to commercial finite element
method software for the computation of the 3-D temperature field within the whole filter
assembly, including the adhesive of the filter blocks, the insulation mat, and the metal
canning. The 3-D model is applied to real-world component optimization studies of diesel
filter systems. �DOI: 10.1115/1.2130732�

1 Introduction

Cellular ceramic diesel particulate filters with catalytic assis-
tance have demonstrated the capacity to attain the extremely strin-
gent particulate matter emissions of EPA Tier II and EURO
4–EURO 5 standards, both for passenger cars and for heavy duty
vehicles. Diesel filter applications date back to the 1980s. Never-
theless, their series application was not realized until recently,
because of problems regarding filter reliability and durability,
which were associated with the regeneration of the filter. During
regeneration, the accumulated particulate matter �also referred to
as soot� is oxidized to CO2 and CO. The soot oxidation reactions
are followed by significant heat release, which may endanger the
integrity of the filter under certain operating conditions. A typical
scenario of filter regeneration that may lead to filter damage is
illustrated in Fig. 1. A sudden deceleration of the vehicle occur-
ring shortly after the onset of regeneration in a heavily loaded SiC
diesel filter results in high oxygen concentration and low mass
flow rates in the filter inlet gas stream. This leads to uncontrolled
filter regeneration and excessive heat release that causes tempera-
tures at the center of the filter to rise to about 900°C �even higher,
locally�. In addition to the advantageous higher thermal conduc-
tivity, compared to Cordierite, SiC has a higher melting point,
which adds to its durability. On the other hand, SiC has a higher
thermal expansion coefficient, thus it is more prone to thermal
stresses due to temperature gradients within the filter. SiC filters
are usually made up of smaller filter blocks, which are glued
together with adhesive cement. The adhesive normally has a lower
thermal conductivity than SiC, a fact that inhibits conduction in
the radial direction. SiC filters are increasingly employed in pas-
senger cars, coupled with catalytic regeneration techniques �cata-
lytic fuel additives or washcoated filters� �1�. The capabilities of
modern diesel engine management and injection systems �post
injection� are employed to increase exhaust gas temperature to
achieve the onset of regeneration. Thus, the diesel filter forms the

core device of an integrated system. The need for engineering
modeling tools has thus emerged �2,3� to assist diesel filter and
overall exhaust system design optimization.

Out of a variety of modeling approaches available, the final
selection depends on the nature of the design problem posed to the
engineer. Most prominent factors, though, should be the follow-
ing:

• level of optimization detail
• data availability
• computational cost and cost of use
• model consistency and reliability

The level of optimization detail that the engineer pursues greatly
influences the complexity of the model itself. For relatively simple
or preliminary design and optimization, simpler models are pre-
ferred to more complicated ones. Difficulty in model development
and validation grows rapidly with increase of model complexity, a
fact that might create uncertainty about the reliability of highly
complex models results. Furthermore, sophisticated models with
many degrees of freedom also require detailed input data such as
exhaust gas velocity profiles or complex reaction kinetics. More
often than not, such data are not routinely available. More sophis-
ticated models also require higher expertise from the user, higher
computational cost, and are more labor intensive in their results
post-processing and conclusions drawing.

Having the above in mind, we present in this paper a 3-D model
for the regeneration of the diesel particulate filter, to be employed
as a tool for the detailed optimization of the structure and geom-
etry of SiC diesel filters of modular structure. The model is incor-
porated in an integrated methodology for the computer-aided en-
gineering of the total exhaust treatment system, which also
comprises pre- and post-processing procedures, code validation
with design and quality assurance of supporting experiments and
tests, model tuning procedure, and application in the design and
optimization of target exhaust treatment systems.

The 3-D model described in this work is based on the
CATWALL 1-D model, which has been extensively validated in
the past �4–6�. It may be used either via the MATLAB/Simulink
environment, or as a stand-alone tool, supported by a set of Excel
macros for pre- and post-processing of data. The extension of the
model to three dimensions is obtained by linking it to commercial
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finite element method �FEM� software for the computation of the
3-D temperature field within the whole filter assembly, including
the adhesive of the filter blocks, the insulation mat, and the metal
canning. The feasibility of this approach had been investigated
previously �7�. The model incorporates a module for the compu-
tation of nonuniform flow distribution caused by nonuniform soot
deposit of the different channels.

2 Modeling Catalytic Regeneration

2.1 General. Chemical phenomena in diesel filter regenera-
tion include �a� the combustion of the soot layer because of ther-
mal and catalytic reactions and �b� the adsorption, desorption, and
combustion of hydrocarbons contained in the soot particles �vola-
tile organic fraction�. The primary physical phenomena of the fil-
ter operation are �a� the heat transfer in the filter and �b� the
distribution of the flow field, which is affected by the distribution
of the soot layer within the filter.

The first attempt to provide a mathematical description of the
regeneration process of the soot layer was the pioneering work of
Bissett �8�. Their first model was a zero-dimensional regeneration
model. It was concerned with thermal soot combustion in one
point of a filter channel, and flow and soot distribution within the
channels of the filter were averaged. Despite its apparent simplic-
ity, this work has been remarkable in that it essentially defined a
robust mathematical framework for the description of the physical
and chemical phenomena in the soot layer and filter wall, and
some significant simplifying assumptions were established. The
initial model was later extended to 1-D, also accounting for the
axial heat conduction and the soot layer and flow distribution
along the channel �9�.

This work has been adopted and extended in �10�, allowing the
study and experimental validation of high space velocity thermal
regeneration events, with a systematic methodology of filter load-
ing assessment by energy balances. It was further extended to
cover catalytic regeneration, in zero dimensions �11�, and also in
1-D �12�, while further refinements and improvements of the re-
generation model were validated by extensive experimental data

�4,5,13�.
As regards the basic assumptions, and if we take out the chemi-

cal reactions submodel, the majority of the models in use today
could be considered as extensions of �8,9�. Minor improvements
have been presented, as the raising of the uniform soot and wall
temperature across the wall �14�. A number of studies have been
done focusing on the extension to 2-D �15–17�. However, the
reaction scheme remained very simplified in all cases �thermal
carbon oxidation, in spite of the fact that all diesel filter systems in
use today are based on the use of catalysts� and extensive valida-
tion of a 2-D model was only presented in �16�.

Since the regeneration process in the filter is essentially three-
dimensional, especially at low flow rates, and significant flow and
soot maldistribution are reported �18�, which may also result in
partial burning of the soot �19�, a further extension of the above
model has been attempted for the 3-D modeling of the heat con-
duction within the filter by linking the channel model �12� with
commercial finite element software. In this work, we apply this
concept to build a 3-D model for the regeneration process in the
filter by interfacing the 1-D model with the ANSYS �20� finite
element software package. The 1-D model features an inclusive
reaction scheme for the thermal and catalytic regeneration of the
soot. Analytical solutions of the pertinent balance equations are
obtained, including an updated catalytic regeneration reactions
scheme and a more detailed view of the soot layer geometry.
Finally, the model is enhanced with a module to account for flow
maldistribution at the filter inlet because of nonuniform soot load-
ing of the filter, which is usually a result of incomplete filter
regeneration.

It should be noted that the reaction rates that have been used in
all filter regeneration models are essentially of the Arrhenius-type,
i.e., the rates are analogous to the factor k=A exp�−E /RgT�. This
implies that the activation energy E and the preexponential factor
A must be determined for each reaction involved in the reaction
scheme.

2.2 Geometry of the Channels and the Soot Layer. The
filter consists of a ceramic grid of parallel channels. Adjacent

Fig. 1 Deceleration test with fuel additive. Initial SiC filter soot loading: „est.… 29 g. Initial engine operation at
2500 rpm—engine load 80 Nm, filter inlet temperature 500°C. Step decrease at t=180 s to 800 rpm—load 20 Nm.
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channels are alternatively plugged at each end in order to force the
diesel aerosol through the porous walls. Thus, diesel particulate
matter is deposited on the four sides of each inlet channel. Be-
cause of the repeating geometry of the filter, one may restrict the
mathematical treatment to a unit computational cell as seen in Fig.
2. This fundamental volume consists of one inlet channel and four
quarters of the four adjacent outlet channels. The boundaries of
the volume are assumed adiabatic and no flow occurs through
them to the rest of the outlet channel. From the standpoint of
modeling, the whole filter is constructed by repeating this funda-
mental volume.

To formulate the balance equations pertinent for regeneration
modeling, we consider a small part of this fundamental volume, of
length �z. At this part of the channel, a layer of soot of mass m
and thickness w has already accumulated. The wall’s thickness is
ws and the length of the channel edge is �. Exhaust gas flow is
perpendicular to the soot layer and wall. Exhaust gas species are
consumed or produced as gas flows through the soot layer. In this
work, we shall use the subscript p to denote the physical proper-
ties of the soot layer and s to denote the corresponding properties
of the wall.

It is evident from Fig. 3 that the soot layer consists of four

trapezoids. Assuming that some soot mass mp of density �p is
deposited on a square filter channel with inner side length �, the
deposit thickness can be calculated as

wp =
1

2
�� −��2 −

mp

�p�z
� �1�

This relation is employed in the computation of the evolution of
deposit thickness in the different channels and different nodes of
each channel. As a consequence of the trapezoid distribution of
the soot layer, the area perpendicular to the flow A�x� �i.e., the
area that the flow “faces” at each x� is also changing along x:

A�x� = �4�2x + ���z , − wp � x � 0

4��z , 0 � x � ws
	 �2�

The volume of the soot layer Vp may be readily calculated from
the above relationship

Vp = 4�z�� − wp�wp �3a�

while the volume of the substrate is

Vs = 4�z�� + 0.5ws�ws �3b�
Notice that it is common in the literature to consider only one of
the four sides of the channel instead of the computational cell of
Fig. 2. Such a simplification would also yield slightly simpler
expressions for wp, A�x�, and Vp, since the trapezoid shape of the
soot layer would not be taken into account. In fact, this approach
was adopted in earlier works, e.g. �8,9�. However, the total mass
of the ceramic substrate and also the thickness of the soot layer w
as a function of soot load would be incorrectly calculated, intro-
ducing some error in the thermal inertia and pressure drop calcu-
lation, respectively. Admittedly, these errors would not change the
behavior of the model dramatically. Nevertheless, the extension
described in Fig. 2 and Eqs. �1�–�3� was adopted because it does
not complicate the model significantly.

2.3 Reaction Kinetics. The soot that is deposited in the filter
walls consists mainly of carbon and adsorbed hydrocarbons
�VOF�. When a fuel additive is used to assist regeneration, it takes
part in the combustion process in the engine’s cylinder and the
formation of particulate matter. Therefore, soot particles deposited
in the trap contain bonded metal oxide particles, which react with
the soot carbon and VOF at lower temperatures compared to ther-
mal regeneration.

The kinetic model employed herein accounts for thermal soot
oxidation by oxygen and for catalytic soot oxidation by a Ce-
based fuel additive, but it does not yet include the effect for the
VOF. The reactions along with their respective rate expressions
are given in Table 1. The reaction rates for all reactions are as-
sumed to depend on temperature according to a first-order
Arrhenius-type expression.

For thermal oxidation modeling, two reactions are employed,
accounting for the oxidation of carbon by exhaust gas oxygen to
CO2 and CO, respectively. Both reactions are assumed to be pro-
portional to the oxygen concentration y in the exhaust gas. The
latter has a significant distribution along the soot layer thickness,

Table 1 Reactions and rate expressions of the regeneration
model

Reaction Rate expression

1 C+O2→CO2 r1=k1y
2 C+0.5O2→CO r2=k2y
3 C+4CeO2→2Ce2O3+CO2 r3=k3�
4 C+2CeO2→Ce2O3+CO r4=k4�
5 Ce2O3+0.5O2→2CeO2 r5=k5�1−��y

where ki=Aie
−E/RgT, i=1. . .5

Fig. 2 Computational cell for a wall flow diesel particulate fil-
ter, consisting of one inlet channel and four adjacent outlet
channels

Fig. 3 Schematic representation of the cross section of a
loaded wall flow channel assuming that the soot layer consists
of four trapezoids
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since it is gradually depleted therein. For the catalytic oxidation of
carbon, a model was first formulated in �11�. The implemented
mechanism is only valid when the catalytic oxide has two oxida-
tion states, which is true for ceria. The first step of the mechanism
is oxidation of Ce2O3 by O2 to produce CeO2. The second step
involves reaction of CeO2 with soot carbon. Ceria returns from its
four- to its three-valent state, while carbon monoxide is produced.
The presence of the additive does not prevent direct oxidation of
carbon by oxygen, if the temperature is sufficient for this reaction.

For the oxidation of Ce2O3 by the exhaust gas oxygen, the
reaction rate is assumed proportional to the oxygen concentration
y in the exhaust gas, similarly to the thermal oxidation of C. The
reaction rates of C oxidation by CeO2 are assumed proportional to
the quantity � which represents the percentage of Ce being in its
higher oxidation state �CeO2�:

� =
mol CeO2

mol Ce
=

mol CeO2

2 � mol Ce2O3 + mol CeO2
�4�

An additional term � will also be needed in the next section,
though it does not appear in the reaction rates. It is defined as the
concentration of catalyst in the soot layer and is a function of
metal additive concentration in the fuel. It may be expressed as

� =
mol Ce

mol soot
=

2 � mol Ce2O3 + mol CeO2

mol C
�5�

As it is evident from Table 1, the quantity � plays a similar role
for catalytic soot oxidation with the O2 concentration y for ther-
mal soot oxidation. It should be noted, though, that both � and �
are viewed as averaged quantities along the soot layer thickness,
contrary to y which is assumed to have a distribution. Averaging �
is expected because Ce is uniformly distributed in the soot layer,
since it is bonded with the soot particles during the fuel combus-
tion process, contrary to O2 which flows through the soot layer
where it is gradually depleted. The rationale behind the averaging
of � stems from the need to suppress the model’s dimensions, in
order to keep the feasibility of analytical integration of the balance
equations along the x dimension.

2.4 Mass and Heat Balances in the Soot Layer and Ce-
ramic Wall (Regeneration Submodel). As gas flows through the
soot layer, the oxygen is gradually depleted because of reaction
with carbon and ceria. An oxygen concentration profile is thus
established through the soot layer, which is expressed by an oxy-
gen mass balance:

ṁg

A�x�
dy�x�

dx
= − Mg„k1 + 0.5k2 + 0.5k5�1 − ��…y�x� �6�

The above mass balance may be solved to get the oxygen concen-
tration profile y�x�, for the initial condition y�x=−wp�=yin, pro-
vided that the temperature of the soot layer is considered constant
in a direction perpendicular to the soot layer �which is justified in
the discussion about temperature boundary conditions later in this
section�. This is a fundamental assumption that is supported by the
original work of Bissett �8� �see also the boundary conditions
below�. The solution yields the total consumption of oxygen �y
=y�x=−wp�−y�x=0� through the soot layer:

�y = yin
1 − exp�−
Mg„k1 + 0.5k2 + 0.5k5�1 − ��…

ṁg

Vp�� �7�

The total consumption of oxygen may be used in order to calcu-
late the rate of soot consumption because of both thermal oxida-
tion with oxygen and catalytic oxidation with ceria. Specifically,
the mass balance for the soot mass consumption is

�p

Mp

dVp

dt
= −�

−wp

0

��k1 + 0.5k2�y�x� + �k3 + k4���A�x�dx �8�

or, splitting the integral,

�p

Mp

dVp

dt
= − �k1 + 0.5k2��

−wp

0

y�x�A�x�dx − �k3 + k4���
−wp

0

A�x�dx

�9�

The first integral contained on the right-hand side of the above
equation may be calculated from the oxygen mass balance �6�:

�
−wp

0

y�x�A�x�dx =
ṁg

Mg„k1 + 0.5k2 + 0.5k5�1 − ��…
�y �10�

The second integral of the soot mass balance is the volume of the
soot layer Vp. Substituting the above, we get the following rate of
soot mass consumption:

�p
dVp

dt
= −

Mp

Mg

k1 + 0.5k2

k1 + 0.5k2 + 0.5k5�1 − ��
ṁg�y − Mp�k3 + k4��Vp

�11�

A mass balance must also be formulated for �, which expresses
the continuous transition of the catalytic additive between CeO2
and Ce2O3 states. According to the CeO2 mass balance, the rate of
change depends on the additive oxidation and reduction reactions,
i.e.,

��
−wp

0
�pA�x�dx

Mp
��

d�

dt
=�

−wp

0

�− �4k3 + 2k4��

+ 2k5y�1 − ���A�x�dx �12�

The above equation may be simplified and, with the substitution
of �10�, yields the total rate of change for �:

�
d�

dt
= −

Mp

�p
�4k3 + 2k4�� +

2k5�1 − ��
k1 + 0.5k2 + k5�1 − ��

ṁg

�pVp

Mp

Mg
�y

�13�

The two mass balance equations for soot and ceria should be
solved for the following initial conditions: For t= t0 we have Vp
=Vp,0 and �=�0.

To complete the model, a heat balance equation must be formu-
lated. This expresses the accumulation of heat in the soot layer
and the ceramic wall because of �a� heat generation by the chemi-
cal reactions, �b� heat conduction perpendicular to the soot layer
and wall, and �c� heat exchange between the gaseous and the solid
phase. Denoting the temperature of the solid phase �particle layer
or substrate� as T, and the temperature of the exhaust gas as Tg,
we have the following balance equations for the solid phase:

� jcp,jA�x�
�T

�t
= − q̇�x�A�x� +

�

�x
�A�x�� j

�T

�x
� − ṁgcp,g

�Tg

�x
, j = p,s

�14�

where the heat flux q̇�x� �J / �m3s�� is defined as the sum of the
products of the reaction rates rn �mol/ �m3s�� as defined in Table 1
and the reaction enthalpies �Hn �J/mol�:

q̇�x� = �n=1

5

rn�Hn if − wp � x � 0

0 if 0 � x � ws

�
�No reactions occur as the gas flows through the ceramic wall,
thus q̇�x� is zero in that region.�

Except for the solid phase temperature T, the above heat bal-
ance also contains the gas temperature Tg, which, in principle, has
a separate profile Tg�x� along the solid phase. Instead of solving
for the two coupled temperature profiles of T�x� and Tg�x�, Bissett
and Shadmann proved that the gas temperature Tg adjusts to the
solid temperature in a length scale several orders of magnitude
smaller than the soot layer thickness. That is, Tg=T everywhere
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except at x=−wp.
At x=−wp, and at x= +ws, according to Bissett and Shadmann,

we have the following boundary conditions:

At x = − wp Tg = Tg,in

A�x = − wp��p
�T

�x
= ṁgcp,g�T − Tg� �15�

At x = + ws
�T

�x
= 0

Using the above boundary condition at x=−wp, we may integrate
the second term of the right-hand side of the heat balance to get

�
−wp

+ws �

�x
�A�x�� j

�T

�x
� = ṁgcp,g�T − Tg,in�

Thus, the boundary conditions at x=−wp imply that all the heat
content of the gas is immediately exchanged with the solid phase.

Furthermore, in the same work, Bissett and Shadmann also
show mathematically that the temperature of the solid phase may
be considered uniform along x. This is a critical result, and we
have already used it in the integrations of the mass balances, since
we have silently considered the reaction rate coefficients k �which
depend strongly on temperature� as constant along x. This result
also further simplifies the heat balance, since we readily find that
the third term of the right-hand side is zero, since dT /dx=0.

Under these conditions, the heat balance �14� is integrated to
yield the rate dQ /dt that heat is released �a� by chemical reactions
and �b� by convection because of flow normal to the soot layer
and wall.

dQ

dt
= ��pcp,pVp + �scp,sVs�

= −
��H1k1 + �H2k2 + 0.5�H5k5�1 − ���

k1 + 0.5k2 + 0.5k5�1 − ��
ṁg

Mg
�y

− ��H3k3 + �H4k4��Vp + ṁgcp,g�T − Tg
in� �16�

2.5 Pressure Drop Submodel. The total pressure drop across
the particulate layer and the ceramic wall can be expressed as the
sum of the porous ceramic substrate pressure drop and the soot
layer pressure drop:

�p = �ps + �pp �17�

It is generally accepted �21� that pressure drop across the porous
walls of the ceramic filters can be approximated by Darcy’s law.
According to this law, the total pressure drop due to flow through
the ceramic wall and the soot layer can be approximated by the
following simplified relation:

�p = pin − pout =
�uwws

ks
+

�uwwp

kp
�18�

By using the concept of effective particulate layer thickness �22�,
the latter formula can be rewritten as follows:

�p = pin − pout =
�uwws

ks
+

�uwmp

Af��k�p
�19�

where Af is the mean filtration area. This formula allows, in prin-
ciple, the backward approximate calculation of collected soot
mass as function of measured filter backpressure at a certain en-
gine and filter loading operation point, once an approximate value
for the product ��k�p, that is, �soot layer density� times �soot layer
permeability� is known for the specific engine–filter–operation
point combination.

2.6 1-D Modeling of the Flow Distribution and Pressure
Losses in the Channel. The above pressure drop and regeneration
model is a zero-dimensional approach to filter modeling, in the
sense that it is valid for each point z along the filter axis, but does
not provide any information regarding axial profiles of tempera-
ture, pressure drop, and mass distribution. This is accomplished
below, employing the following balance equations: �i� the conser-
vation of the exhaust gas mass flow, �ii� the conservation of the
axial component of momentum of exhaust gas, and �iii� the con-
servation of the energy of the exhaust gas. Below, we shall use the
subscripts “in” for the flow parallel to the inlet channel, “out” for
the flow parallel to the outlet channel, and w for flow through the
soot layer and the wall.

The exhaust gas mass balances state that, at each axial point of
the inlet channel, the change of the exhaust gas flow is equal to
the flow leaving the inlet channel via the porous wall. An exactly
analogous balance is defined for the outlet channel.

�

�z
��inuin� = − �4/���wuw,

�

�z
��outuout� = + �4/���wuw �20�

The balance equation for the axial component of the momentum
of the gas states that the axial pressure variation is due to convec-
tive transport of the z component of momentum and the viscous
drag forces exerted in the gas flow. The balance equation is the
same for both channels:

�p

�z
+

�

�z
��iui

2� = −
a�ui

dh
2 , i = in, out �21�

where dh is the hydraulic diameter of the channel, which, for
square channels, is equal to the channel’s edge: dh=�. The viscous
drag is caused because there is a gradient of the axial velocity of
the gas, as axial velocity reduces to zero at the walls. According to
Bissett �9�, these drag forces should be near those observed for an
impermeable wall, because only a small fraction of the gas pen-
etrates the wall at each axial point.

The above balances, together with the Darcy correlation �19�,
are used to calculate the distribution of the gas velocities in the
inlet and outlet channels and the velocities normal to the soot
layer and wall.

Once the velocities’ distribution has been calculated, the model
computes the energy exchanged between the gaseous and solid
phase porous wall. The energy balances for the inlet and outlet
channels are

cp,g
�

�z
��inuinTin� = − �4/��cp,g�wuwTin + hin�4/���T − Tin�

�22�

cp,g
�

�z
��outuoutTout� = − �4/��cp,g�wuwTw + hout�4/���T − Tout�

The balance for the outlet channel differs in the second term that
concerns energy transport via the flow through the porous wall.
Apart from the sign of the term, the temperature is different, be-
cause the gas leaving the porous wall has the temperature of the
wall.

Finally, the axial temperature distribution along the wall is cal-
culated. The heat balance implements 1D heat conduction and
source terms are because of gas-solid heat convection and reaction
exothermy:

��pcp,p + �scp,s�
�T

�t
= �

�2T

�z2 + hin�4/���T − Tin� + hout�4/���T − Tout�

+
1

Vp + Vs

dQ

dt
�23�

In the above equation, the heat source term dQ /dt expresses heat
exchange due to perpendicular gas flow and reaction exothermy; it
is given by Eq. �16�. Since this term refers to an axial element of
length �z, as seen in Fig. 3, it is divided by the sum of the
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elementary volumes of the substrate and the soot layer Vp+Vs,
defined in Eqs. �3a� and �3b�, respectively.

2.7 3-D Modeling of Heat Conduction and Inlet Flow
Distribution. One-dimensional channel models assume that all
channels of the filter operate under identical conditions. The three-
dimensional modeling raises this assumption by accounting for
three main phenomena that are neglected by 1-D modeling,
namely, heat conduction between channels, heat losses to the am-
bient air, and nonuniformity of mass flow rate at the channels
inlet. Also, it takes into account the nonsymmetric structure of the
specific filter, which is made up of smaller SiC filter blocks, ar-
ranged in a Cartesian grid and glued together using a special ad-
hesive cement layer �Fig. 4�. The cement layer has different ther-
mophysical properties than the SiC �see Table 2�.

For the calculation of the 3D temperature field in the filter, the
heat diffusion equation in three dimensions should be solved,
which is �23�

�scp,s
�T

�t
= � · �� � T� + q̇total �24�

The source term q̇total is the sum of all heat sources in the model.
It is given by the sum of heat exchanged due to chemical reactions
and convection owing to the flow through the soot layer and the
wall �dQ /dt of Eq. �16��, and the heat convected between the
solid phase and the gas flow in the inlet and outlet channels that is
parallel to the wall:

q̇total = hin�4/���T − Tin� + hout�4/���T − Tout� +
1

Vp + Vs

dQ

dt

�25�
The solution of the three-dimensional heat balance �24� is accom-
plished by the finite element code, which calculates the three-
dimensional temperature field in the filter relying on the 1-D

model to provide the heat source terms involved in the balance.
This requires the interfacing of the FEM code with the 1-D core
model. The interfacing is possible using the user programmable
feature �UPF� functionality of the FEM software suite that allows
the user to write custom functions for properties or source terms
of the elements. Such user subroutines are customarily written in
FORTRAN, which is also the language of the CATWALL code
implementation �5�. The calculation of the nonuniform tempera-
ture field in the filter allows the model to account for the so-called
partial regenerations, which may leave significant portions of the
deposited soot unburned, because of unfavorable conditions for
regeneration propagation. Partial regenerations affect the distribu-
tion of the flow field at the inlet of the filter, since the flow is then
channeled through the low flow resistance areas of the filter. A
submodel has been included to take into account this effect. Ac-
cording to this submodel, the filter channels are viewed as a set of
flow resistances in parallel. The objective of the submodel is to
distribute the total mass flow rate at the inlet of the filter so that
the pressure drop induced from each channel is the same. In fact,
not every channel of the filter is treated separately, because of the
excessive computational power required. Rather, the model sepa-
rates sectors of channels that are treated identically. These sectors
correspond to the meshing of the filter that is used from the FEM
code for the temperature field calculation.

For the determination of the pressure drop of each channel sec-
tor, Eqs. �19� and �21� are used. Because of the quadratic term of
Eq. �21� and the dependence of physical properties on the pressure
and temperature of the gas at each point, the pressure drop �pi for
each sector of channels is a nonlinear function of the mass flow
rate ṁi at the inlet of the sector: �pi= f�ṁi�. Moreover, there is not
a closed expression for the function f , and, given ṁi, the pressure
drop �pi may only be calculated by a trial-and-error procedure,
following the usual procedure for pipe networks �24�. Neverthe-
less, the function f is nearly linear, because the pressure losses are
mainly induced by the gas flow through the soot layer and the wall
�Eq. �19��. Therefore, the total pressure losses for each channel
may be approximately computed by a relation of the form �pi

=Riṁi, where Ri is the flow resistance of the sector.
This fact has been exploited in order to develop an iterative

procedure to compute the flow distribution at the filter inlet. The
procedure features the following steps �6�:

Step 1. Provide an initial guess for the flow rate ṁi of each
sector. Assuming that the cross-sectional �frontal� area
of each sector is Ai, we assume that ṁi= ṁAi /A �uni-
form flow distribution�.

Step 2. Calculate the induced pressure drop for each sector
�pi= f�ṁi�.

Step 3. Calculate the approximate linear resistance Ri for each
sector: Ri=�pi / ṁi.

Table 2 Thermophysical properties of SiC, adhesive, insulation mat and canning. Units: �„Wm−1 K−1
…, cp„J kg−1 K−1

…, �„kg m−3
….

Void fractions for the calculation of bulk values: �=0.375, �plug=0.688.

Temperature
�°C�

SiC Adhesive Insulation Canning

Real

�
Bulk

�main�
Bulk
�plug� cp � cp � cp � cp

25 57.1 21.4 39.3 686 0.187 740 0.04 1190 15.2 466.5
250 35.4 13.3 24.4 1005 0.222 1012 0.05 1190 19.4 538.2
500 24.6 9.2 16.9 1123 0.241 1141 0.08 1190 22.4 588.1

7500 19.8 7.4 13.6 1182 0.242 1188 0.12 1190 24.5 623.8
1000 15.0 5.6 10.3 1219 0.302 1200 0.17 1190 26.2 651.7
1250 13.0 4.9 8.9 1230 0.350 1205 0.23 1190 27.5 670.0

� � � �
1800 675 1238 137 300 7900

Fig. 4 Solid model of the filter. Different materials are desig-
nated by different shading.
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Step 4. Calculate the approximate linear resistance of the

whole filter: �1/ R̄�=�i=1
N �1/Ri�.

Step 5. Calculate an approximate value for the pressure drop of

the whole filter: �p= R̄ṁ.
Step 6. Calculate new values for the flow rates of each sector:

ṁi�=�p /Ri.

Steps 2–6 are repeated until a set of flow rates for each sector is
obtained so that the calculated induced pressure drop �pi= f�ṁi�
for every sector is the same. The above iterative procedure con-
verges quickly �usually after three to ten iterations� to the desired
set of mass flow rates.

3 3-D Heat Transfer Calculation

The approach selected to solve the problem of the calculation of
the 3-D temperature field of the filter was to interface CATWALL
with the commercial FEM software, by developing �a� a model of
the diesel particulate filter in the ANSYS environment and �b� a
set of interface subroutines that handle the task of data inter-
change between the two codes �6,25�.

3.1 ANSYS Solid and Finite Element Model of the Filter.
The solid model is the description of the geometric shape of the
filter. The volumes comprising the solid model are then assigned
material properties. The solid model is then meshed to generate
the finite element model that is actually used by the FEM solver.
The front of the solid model of the filter is given is Fig. 4. Usually,
a quarter of the cylindrical filter needs to be modeled only, be-
cause of the symmetry of its structure. The solid model comprises
different volumes for the main part of the SiC filter blocks, the
inlet and outlet regions of the blocks �where the plugs are�, the
adhesive of the filter blocks, the insulation mat, and the canning.
Depending on the volume, different material properties are as-
signed �that is, heat capacity, thermal conductivity, and density�.

Evidently, for simplicity and speed of the computation, the
solid model of the filter is simplified, in the sense that the details
of the filter structure, with its grid of channels and plugs, is re-
placed by continuous volumes. This approach necessitates the use
of bulk quantities for the density and the heat conductivity of the
SiC filter blocks, which are computed using the void fraction of
the filter structure:

�bulk = 	�SiC �bulk = 	�SiC �26�

Because of the presence of the plugs, the void fraction 	plug of the
inlet and outlet regions of the filter blocks is different from the
void fraction of their main part. Therefore, separate volumes are
defined for the plug regions of the solid model. These volumes are
assigned the bulk density and heat conductivity of the plug re-
gions that were computed using 	plug instead of 	. The �real and
bulk� temperature-dependent material properties of the SiC, adhe-
sive, insulation mat, and canning that were used in this work are
given in Table 2. In the second view of Fig. 4, one brick of the
SiC filter as well as its surrounding adhesive have been removed,
to reveal the different volumes of the solid model that correspond
to the main and the plug region of the filter.

ANSYS meshes the solid model to construct the finite element
model of the filter, which consists of elements and nodes. The
element type that was chosen for meshing was SOLID70, which is
a thermal solid element with eight nodes, with a single degree of
freedom, temperature, at each node. The meshed finite element
model of the specific filter that has been used in this work is
illustrated in Fig. 5. In conjunction with grid generation, two fun-
damental points have to be noted: First, there is no restriction—
that is imposed from the 1-D regeneration model—regarding the
cross-sectional shape of the elements. Each row of elements along
the axial direction that corresponds to SiC �see Fig. 5� is referred
to as a sector. The obvious implication is that the 1-D code should
be invoked as many times as the number of sectors, namely the

number of elements at a cross-section of the filter. Thus, the finer
the grid, the more times the 1-D model will be invoked, with
direct consequences to the computational cost of the model. Sec-
ond, the grid designed for the FEM analysis must be orthogonal
along the axial direction, with fixed element length, which is an
integer multiple or submultiple of the discretization length �z of
the 1-D code. Essentially, the finite element model of the face is
extruded along the axial direction in order to produce the total
finite element model. The requirement for axial orthogonality is
imposed by the structure of the filter itself, while the fixed element
length is imposed by a limitation of the 1-D code, which operates
on a fixed axial discretization interval �z. The above two require-
ments must be met, so that a mapping of the 1-D code and the
ANSYS grids is possible, so that heat source and temperature
information may be exchanged between the two grids. The latter
point brings into the foreground the issue of interface implemen-
tation, which is discussed below.

3.2 Interface Implementation. Through the interface be-
tween the two codes, the element number, temperature, heat
source terms, and time are communicated. Essentially, the FEM
software gives the current time, element number, and element
temperature as input to the main interface subroutine and expects
to receive the element heat source term. The heat source terms are
employed by the FEM software in order to compute the new tem-
perature field in the filter. The task for the interface subroutines is
to convert ANSYS input so that it is sensible for the 1-D code,
subsequently call the 1-D code for the calculations, and finally
reconvert 1-D code output and feed it back to the FEM software.

The concept of the interfacing is given schematically in Fig. 6.
It is evident that the implementation of two basic modules was
required, because of the noncompatible operation and grid design
of the two codes. The restrictions of the grid design and the func-
tionality of the two basic modules are discussed in brief below.

3.2.1 Grid Mapping Module. There are two coexisting
�though incompatible� grids for the filter: The FEM grid consists
of elements �and nodes for each element� while the 1-D code grid
consists of sectors and nodes for each sector. Therefore, a map-
ping procedure must be implemented between the two grids to
achieve exchange of information. Specifically, the procedure uses
the internal numbering of elements of the FEM software. If the
length for axial discretization is the same for both the FEM grid
and the 1-D code grid, then each element number also corre-
sponds to a single pair of CATWALL sector and node numbers. In
this case, there is a one-to-one correspondence between the two
grids, which also applies to the heat source and temperature data.

If the 1-D code grid is finer than the FEM grid �the usual case�,
then one element number corresponds to a set of 1-D code nodes.
In this case, the sum of heat sources from the 1-D code is given to
the FEM code as the element heat source term, and temperature
data passed to the 1-D code is assumed equal for all nodes corre-

Fig. 5 Finite element model of the filter, produced after mesh-
ing the solid model. „a… Front view. „b… Side view, with the cen-
tral filter block and adhesive removed.
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sponding to the specific element. The situation is inversed if the
1-D code grid is coarser than the FEM grid. Then the heat source
calculated for a single 1-D code node is divided to the correspond-
ing the FEM code elements, and the 1-D code node temperature is
computed as the average of the corresponding element tempera-
tures. These considerations should make clear why the discretiza-
tion length of the FEM grid along the axial direction must be an
integer �sub� multiple of the 1-D code discretization length.

3.2.2 Field Buffering Module. The FEM software may call the
user subroutine more than once for each element. Each time that
the user subroutine is called, the heat source term is requested and
temperature is supplied back as a result for the next time step.
Nevertheless, it is not efficient in terms of computational power to
call the 1-D code for the sector to which the element belongs each
time the FEM software requires it. The reason is that the 1-D code
operates on the whole sector and not on a per-node basis. There-
fore, a special module was implemented, which buffers the tem-
perature and heat source fields. Whenever the FEM software takes
a new time step, the 1-D code is called as many times as the
numbers of the sectors, and the resulting heat source field is stored
in a buffer. Subsequently, when a heat source term is requested, it
is extracted from the buffer and passed to the FEM software. The
temperature value that returns from the FEM software is stored to
the temperature field buffer. At the next time step of the FEM
software, the temperature field is passed from the buffer to the
1-D code and the next heat source field is computed.

3.3 Solution Procedure. The heat losses of the filter to the
surrounding air are taken into account by imposing surface con-
vective boundary conditions on the external nodes of the filter
model. The value of the heat transfer coefficient between the fil-
ter’s canning to the ambient air depends on the specific filter lay-
out in exhaust system and vehicle speed, usually being in the
range 20–100 W/ �m2 K�. The highest values of the range typi-
cally include the effect of radiation exchange to the surroundings
which becomes important when the can surface temperature ex-
ceeds 400°C.

An indicative running time of 2 s per 1 s of real filter operation
is observed for meshing used in this work, which features 144
�50=7200 elements in total �144 elements on each cross section�
for the whole filter, which includes the 5.66�6 in.2 SiC/adhesive
filter structure, the insulation mat, and the canning.

Finally, a significant advantage of interfacing the 1-D filter re-
generation code with FEM software to calculate the three-
dimensional temperature field is the ability to carry out thermo-
mechanical analysis. Calculation of thermal stresses in the filter is
a very important feature of the model, since crack formation due
to thermal stresses is a common reason of filter failure. Details of
the stress analysis procedure are presented in �7�. Similar to the
thermal analysis, the cell structure of the filter is modeled by a
“homogenized” isotropic linear elastic material with Young’s
modulus E=19 GPa, Poisson’s ratio 
=0.15, thermal expansion
coefficient �=4�10−6 / °C and mass density �=0.72 g/cm3. The
adhesive is modeled also by an isotropic linear elastic material
with E=1.5 GPa, 
=0.2, �=2.7�10−6 / °C, and �=1.26 g/cm3.

4 Exploitation of the 3-D Model Results in Detailed
Filter Design

The assessment of the model’s capabilities was based on the
results of engine bench-loading–regeneration experiments per-
formed on one of the laboratory engine test benches. The filter
employed in these experiments was a 200 cpsi SiC filter fitted in
the exhaust pipe of a 2-l displacement HDI turbocharged passen-
ger car engine, about 600 mm after turbine exit. Engine and diesel
filter specifications are summarized in Table 3. Exhaust tempera-
tures were measured simultaneously, at the inlet and the exit of the
filter, and inside the filter, along a filter diameter 15 mm deep
from filter exit. Thermocouples are placed in the center of each
filter block, along the diagonal of the filter. The exhaust emissions
of CO, CO2, NOx, and HC were measured simultaneously before
and after the filter. The O2 concentration was calculated by the
A/F ratio obtained from the UEGO sensor installed before the
filter inlet. The experimental layout of the filter loading-
regeneration experiments is presented in Fig. 7.

The kinetic parameters of the rate expressions that were used in
this work were obtained by a validation study of the 1-D model
�4�. In its turn, the latter study was supported by an extensive set
of TGA analysis experiments of soot samples taken directly from
the filter �26�. Values of the preexponential factor and the activa-
tion energy of each reaction are given in Table 4. In brief, the
values of activation energies for catalytic oxidation correspond to
dry soot oxidation for samples where the VOF content varies in

Table 3 Engine technical data and diesel filter specifications

Engine type HDI turbocharged engine
Cylinders 4, in-line
Displacement 1997 cm3

Rated power/rpm 80 kW/4000 rpm
Rated torque/rpm 250 Nm/2000 rpm
Filter type SiC 14/200 cpsi �cells per square inch�
Filter diameter� length 143.8�150 mm2

Cell pitch 1.89 mm
Filter wall thickness 0.4 mm

Fig. 6 ANSYS-CATWALL interfacing concept „flow diagram…
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the range between 2.5% and 8%. The preexponential factors were
obtained by allowing a certain amount of tuning. Furthermore, the
wall permeability, soot density, and soot permeability times den-
sity that were inserted in the 1-D model to simulate the pressure
drop behavior of the validation experiments had the following
values: wall permeability K=2�10−13 m2, soot density �p
=80 kg/m3, and soot permeability times density ��Kp�=2.2
�10−11 kg/m.

In order to demonstrate the role of the 3-D filter regeneration
model in the process of detailed filter design, a simulation of the
case of Fig. 8 has been carried out. Obviously, compared to the
limited information that may be obtained by the four thermo-
couples of the experiment, the code yields an excessive amount of
information. Three-dimensional temperature fields, temperature-
gradient fields for any direction, and inlet flow profiles are exited
by the code and may be viewed for any filter section.

As a first step, eight snapshots of temperature fields for a sec-
tion of the filter are presented in Fig. 9. The elements of the
canning, the insulation mat, the surrounding adhesive, and one
SiC block of the filter have been removed, to comparatively view
regeneration characteristics in the center and the periphery of the
filter. The onset of regeneration is observed near the filter exit,
where the maximum temperatures are also observed. It becomes
apparent that the evolution of regeneration in each one of the
small periphery blocks is significantly different from that of a
central block. Regeneration in the periphery of the filter is de-
layed, presumably due to the increased heat losses to the ambient
air combined with the insulating effect of the adhesive surround-
ing the filter block, which inhibits the radial propagation of heat

released in the central blocks. Thus, the specific design with pe-
riphery blocks is a bad design resulting in sustained incomplete
regeneration.

Nevertheless, as illustrated in Fig. 8, the computed delay in the
regeneration of the outlet blocks of the filter is significantly less
than that measured delay of about 5 min. It is beyond the capacity
of the model in its current state to accurately predict this delay.
Possible causes for the discrepancy could be the following: First,
the regeneration model lacks a mechanism to include the effect of
the soot’s VOF, which may be responsible for this type of regen-
eration, because it seems insensitive to the regeneration occurring
in the inner filter block and seems more connected to the gradual
elevation of the inlet gas temperature. Second, the initial filter
temperature distribution and accumulated soot distribution may be
significantly inhomogeneous, while the model assumes that the
above distributions are uniform. Third, uncertainties regarding the
thermophysical properties of the filter materials and especially the
soot layer may negatively influence the model’s predictive ability.

A second step in the detailed study of the filter regeneration
behavior is the study of temperature gradients. In Fig. 10, the
magnitude of the thermal gradient is plotted for three characteris-

Table 4 Kinetic parameters of the model’s reaction rates

Reaction

Pre-exponential
factor �A�

�mol/m3, s�

Activation
energy �E�
�kJ/mol�

1 C+O2→CO2
1E13 190

2 C+0.5O2→CO 5.5E10 150
3 C+4CeO2→2Ce2O3+CO2

4.5E11 120
4 C+2CeO2→Ce2O3+CO 4E8 80
5 Ce2O3+0.5O2→2CeO2

1E12 80

Fig. 7 Experimental layout. Engine and digitally controlled dynamometer installation are
shown along with exhaust gas analyzers, main filter measurement lines, and data acquisition
system.

Fig. 8 Low mass flow rate regeneration case: Evolution of ex-
haust temperature at filter inlet, filter exit wall temperature at
three characteristic points „thermocouples 8, 9, 11, see Fig. 7…,
computed evolution of soot mass in the filter, measured and
calculated filter backpressure
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Fig. 9 Sequence of snapshot views of the predicted 3D temperature field of the SiC, in the interior of the filter, at
the SiC—adhesive cement boundary „for the regeneration experiment of Fig. 8…
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tic time points. The maximum temperature gradients of the inner
filter block are initially observed near the outlet of the filter, at the
boundary where the channels’ plugs start. This is a consequence of
the higher heat capacity of the filter in the plug region. As the
regeneration moves to the periphery of the filter, the same happens
with the thermal gradients. Maximum thermal gradients are pre-
dicted at the small periphery block at the interior cement-SiC

interface. Later on, thermal gradients gradually diminish, although
their maximum values still remain at the small periphery block of
the filter.

The temperature gradient fields are employed in the computa-
tion of the thermal stress field of the filter. This process was dis-
cussed in more detail in �7�. Maximum thermal stresses of the
order of 20 MPa have been computed in severe filter failure sce-
narios like that of Fig. 1. Such levels of thermal stresses lead to
the failure of the filter material by cracking, as confirmed by the
full-scale experiments. Thus, the identification of high thermal
stress concentrations areas like those of Fig. 10 is very important
for improvements in the detailed design of the filter.

The third step taken in this study is the examination of the flow
profiles at the inlet of the filter, as affected by filter loading mal-
distribution. Specifically, incomplete regenerations lead to promi-
nent flow maldistribution, which depends on the nonuniformity of
the soot layer distribution and the corresponding flow resistances.
To quantify this effect, we define an index of the mass flow rate
nonuniformity for each brick, as follows:

� =
flow entering the brick

flow that would enter the brick if the flow profile were uniform

=
ṁi

ṁAi/A

The above index is unity for uniform flow. Values greater than
unity imply higher mass flow rates than those expected from a
uniform inlet flow profile, and vice versa.

In Fig. 11, this index is plotted through the first 500 s of the
simulation for the four bricks that comprise the quarter of the
filter. In the beginning of the simulation, all channels are assumed
uniformly loaded with particulate, therefore the nonuniformity in-
dex equals unity for all bricks. However, during the regeneration,
the model predicts a significant nonuniformity of the flow. Spe-
cifically, the flow is channeled mainly through the central brick of
the filter, since regeneration occurs there first. Mass flow rates
through the center brick are approximately double compared to
those at the filter periphery. The above results of the inlet flow
distribution are aligned with the experimental findings presented
in �13,18�.

A more detailed view of the nonuniformity of the inlet flow is
also given in Fig. 12, where two snapshots of the percentage of
the flow entering each sector of the model are presented. It is
noticeable that the model also predicts a mass flow rate profile
across each filter block, which declines towards the outlet of the
filter. This effect is the result of the temperature field within the
filter. Temperatures decline at the filter periphery due to the losses
to ambient air, and thus less soot mass is consumed and the flow
resistance is higher. The flow nonuniformity becomes milder after
regeneration propagates to the periphery of the filter. It is impor-

Fig. 10 Computed 3-D temperature gradient field in three char-
acteristic time points „t=275, 290, and 330 s… for the regenera-
tion test case of Fig. 8

Fig. 11 Computed mass flow rate nonuniformity index during
the first 500 s of the simulation of the experiment of Fig. 8, for
the four bricks of the filter
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tant to note, though, that, according to Fig. 11, the flow profile
remains nonuniform after the end of the regeneration. This may be
due to incomplete regeneration in the periphery, but also to re-
sidual temperature differences remaining in the monolith that
cause differences in exhaust gas density and thus mass flowrate
among the channels. This flow maldistribution has an impact to
the total pressure drop induced by the filter and is connected to the
problem of estimating the soot load level of the filter employing
pressure drop measurements. As a further example, an attempt is
made to compute the evolution of the medium flowrate regenera-
tion of Fig. 13. In this case the 3-D model successfully predicts
the evolution of regeneration and the phase shift between center
and periphery �Fig. 14� with the same kinetics parameters already

presented in Table 4. The 1-D model predictions are also inserted
in Fig. 14 for comparison.

Of course, the development of a 3-D regeneration model is not
intended to substitute for the 1-D model, since the scope of each
model is different. Rather, the two models should be viewed as
complementary tools. As mentioned above, the application of the
3-D model is based on the original tuning of the reaction kinetics
performed by the 1-D model, to save computation and manpower
cost. Furthermore, the 1-D model is useful in the initial stage of
the exhaust system design, where it should provide a rough view
of the overall performance characteristics of the filter. The need
for 3-D modeling comes to the foreground in detailed filter design
and optimization studies, when local phenomena and especially
thermal stress calculations are of interest. In its current state of
development, and despite the acknowledged limitations, the 3-D
filter regeneration model provides insight to the evolution of re-
generation in the modular SiC filter and may be used for the
determination of stress concentrations and the effect of critical
material properties. This could be a valuable aid towards the iden-
tification of design flaws and decisive directions for research.

5 Conclusions and Future Work
A 3-D modeling approach for the catalytic regeneration of die-

sel filters was developed by interfacing a one-dimensional cata-
lytic regeneration filter channel model with commercial FEM soft-
ware. The 1-D base features a reaction scheme for thermal and
catalytic regeneration. It has already been tested and validated
extensively against characteristic cases, including failure sce-
narios.

The 3-D model is enhanced with a module for the determina-
tion of the flow distribution among the different channels of the
filter. It extends the potential of the model towards the prediction
of the full temperature field within the filter, the nonuniformity of
the flow, and the effect of incomplete filter regeneration to the
pressure drop of the filter. Also, stress analysis and determination
of stress concentrations in the detailed design of diesel filters of
modular design, with highly anisotropic structure, can be carried
out based on the above. Characteristic validation cases are pre-
sented in this paper to demonstrate its capabilities and weak
points. The limitations of the model are illustrated by purposely

Fig. 12 Computed percentage of the flow entering each sector
of the 3-D model at t=300 s for the regeneration experiment of
Fig. 8

Fig. 13 Test results of a medium flow rate regeneration sce-
nario „52 g/s…. Measured temperatures along a filter diameter
near the channels exit together with filter backpressure are pre-
sented during regeneration at 4000 rpm, 30 Nm. Moderate filter
loading „6 g/ l… has been accumulated with the engine running
at 3000 rpm, 40 Nm with 25 ppm Ce-doped fuel.

Fig. 14 Computational simulation of the regeneration of Fig.
13 by the 1-D and the 3-D codes. Predictions of measured tem-
peratures by thermocouples T/C10 „filter central area… and
T/C11 „near filter periphery… are presented for comparison. Pre-
dicted soot mass is also shown.
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selecting a difficult test scenario to demonstrate the effects of the
volatile organic fraction content of the soot at low flow rates.

It should become clear by the overall presentation that the de-
velopment and validation of workable engineering models for die-
sel filter regeneration is significantly more demanding than the
development of their computational cores that are usually pub-
lished in the literature with simple validation test cases. Neverthe-
less, engineering models are already essential in engineering de-
sign of diesel filter systems and their accuracy and application
range are constantly improving to address challenging design op-
timization tasks.
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Nomenclature
A  1. Preexponential factor of reaction rate expression,

mol/m3s; 2. Cross-sectional area of the soot layer,
m2

cp  specific heat capacity, J/kg·K
dh  hydraulic diameter of channel, m
E  activation energy of reaction rate expression, J

�H  molar heat of reaction, J/mol
h  heat transfer coefficient, W/m2 K
k  Arrhenius-type rate factor, mol/m3 s
�  length of inner channel edge, m
ṁ  exhaust gas mass flow rate, kg/s
M  molecular mass, kg/mol
p  pressure, Pa
q  heat flux, W/m3

Q  heat, J
r  rate of reaction, mol/m3 s

Rg  universal gas constant, 8.314 J /mol·K
t  time, s

T  temperature, K
uz  exhaust gas velocity, m/s
V  volume, m3

w  thickness, m
y  oxygen molar fraction, �
z  distance from the filter inlet, m

Greek Letters
	  void fraction
�  thermal conductivity, W/m·K
�  viscosity
�  density, kg/m3

�  fractional extent of the catalytic additive oxidation, �
�  total concentration of catalytic additive in the soot

layer, mol/m3

Subscripts
g  gas

in  inlet channel
out  outlet channel

p  particle �soot� layer
s  substrate

w  wall

Abbreviations
DI  direct injection

DPF  diesel particulate filter

EGR  exhaust gas recirculation
HC  hydrocarbons

HDI  high pressure direct injection
LTTE  laboratory of thermodynamics and thermal engines

mfr  exhaust gas mass flow rate
TF  temperature of filter

T/C  thermocouple fitted on experimental layout
TGA  thermo-gravimetric analysis
VOF  volatile organic fraction
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A Comprehensive
Thermodynamic Approach to
Acoustic Cavitation Simulation in
High-Pressure Injection Systems
by a Conservative Homogeneous
Two-Phase Barotropic Flow
Model
A general conservative numerical model for the simulation of transmission-line unsteady
fluid dynamics has been developed and applied to high-pressure injection systems. A
comprehensive thermodynamic approach for modeling acoustic cavitation, i.e., cavitation
induced by wave propagation, was proposed on the basis of a conservative homogeneous
two-phase barotropic flow model of a pure liquid, its vapor, and a gas, both dissolved and
undissolved. A physically consistent sound speed equation was set in a closed analytical
form of wide application. For the pure-liquid flow simulation outside the cavitation
regions, or in the absence of these, temperature variations due to compressibility effects
were taken into account, for the first time in injection system simulation, through a
thermodynamic relation derived from the energy equation. Nevertheless, in the cavitating
regions, an isothermal flow was retained consistently with negligible macroscopic ther-
mal effects due to vaporization or condensation, because of the tiny amounts of liquid
involved. A novel implicit, conservative, one-step, symmetrical, and trapezoidal scheme
of second-order accuracy was employed to solve the partial differential equations gov-
erning the pipe flow. It can also be enhanced at a high-resolution level. The numerical
model was applied to wave propagation and cavitation simulation in a high-pressure
injection system of the pump-line-nozzle type for light and medium duty vehicles. The
system was relevant to model assessment because, at part loads, it presented cavitating
flow conditions that can be considered as severe, at least for a diesel injection system.
The predicted time histories of pressure at two pipe locations and of injector needle lift
were compared to experimental results, substantiating the validity and robustness of the
developed conservative model in simulating acoustic cavitation inception and desinence
with great accuracy degree. Cavitation transients and the flow discontinuities induced by
them were numerically predicted and analyzed. �DOI: 10.1115/1.2056007�

Introduction
The numerical simulation of cavitating flows in engine fuel

injection systems is useful for better understanding the complex
time-dependent flow phenomena at the early development stage of
such systems and to prevent erosion damages.

Excessive liquid pressure decrease, up to the vapor tension,
which can be induced by the wave propagation motion, leads to
oil evaporation that is called acoustic cavitation. This reduces the
mass flow rate and affects the valve working characteristics. The
collapse of the vapor bubbles can lead to noise in addition to the
component detriment. Acoustic cavitation can be described by
several models with different accuracy degree. Many papers deal
with this topic ��1–10��.

An initial approach to the injection-system modeling is to take
cavitation effects into account by drastic simplifications that ne-
glect the mutual influence of the cavitating regions on the sur-
rounding liquid. More specifically, the pressure is set equal to the

vapor pressure value at those points where it drops below such a
value ��11��. This can lead to inconsistent solutions close to the
evaporation regions with effects that amplify in time.

Works on cavitating flow simulation, such as �2,6�, which are
based on one-dimensional models of pseudocavitating flows
��12,13�� split the continuity equations for the gaseous and liquid
phases coupling them through a source term that drives the evapo-
ration and condensation processes and that must be modeled.
However, a model for this source term is not easy to be derived
��3,10��. An elementary thermodynamic equilibrium model was
applied to simulate the source term in �10�, while the energy equa-
tion was neglected for the homogeneous two-phase mixture con-
sidered there. Such a model led to the largest mass fraction of
steam in comparison to the nonequilibrium cavitation models de-
rived in �14�.

Discrete-bubble cavitation models, which take oscillations of
single bubbles or bubble clouds into account �e.g., �7��, are very
difficult to be numerically handled, particularly for flows with
high pressure gradients ��10��. Besides, these models imply many
parameter assumptions, which can hardly be assessed by experi-
ments, making the study of basic phenomena uncertain. Even
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though it is stated in �7� that bubbles are subjected to nonequilib-
rium processes, thermodynamic equilibrium laws are used such as
the Henry’s law for the dissolved gas. Furthermore, the microscale
bubble-dynamic model in �7� needs a homogeneous-mixture mac-
roscopic model where the mixture density is derived from the
liquid density and from the rather arbitrary volumetric density and
uniform radius of the undeformable bubbles, neglecting the den-
sity of the vapor and gas in the bubble.

Multidimensional modeling has been applied to flow field opti-
mization in specific fuel-injector regions, such as the nozzle tip
��15��. However, this is cumbersome and unnecessary for the
whole system simulation and acoustic cavitation numerical analy-
sis.

To solve the nonlinear partial differential equations for one-
dimensional fluid flow in pressure pipes, many numerical codes
use the characteristics method, including the effects of convective
and friction terms. However, this method is known to present
difficulties when dealing with cavities in transient flows ��16��.
The simple procedures applied to isolate the cavities with this
method ��1,17�� are generally inappropriate and too cumbersome
for injection-system cavitation analysis ��18��.

A survey of numerical algorithms used for solving pipe-flow
equations is reported in �3,19�.

Nonconservative implicit numerical models of the first- and of
the second-order accuracy were employed in �3� and in �5,8�,
respectively, to simulate unsteady flow and cavitation in high-
pressure injection systems. Implicit differentiation formulas that
are suitable for problems of the stiff type were applied for the
ordinary differential equations modeling the pump and injector.
Therefore, implicit schemes were selected for discretizing the par-
tial differential equations governing the pipe flow, so that a single
algorithm could be built to solve all the equations of the system
components at the same time with a fast direct resolution method.
The cavitation simulation was based on an isothermal homoge-
neous mixture model of liquid and vapor, introducing the void
fraction as an unknown variable. Two different equation sets were
solved, one for the pressure and velocity variables, in the absence
of cavitation, and the other for the void fraction and velocity in
the presence of cavitation. The cavitating region was located by
the point that first reached the vapor pressure and was determined
by an iterative procedure. Though a good agreement between
computational and experimental results was generally obtained
��3,5,8��, the model was difficult to be numerically handled.

Nonconservative models can assure satisfactory accuracy in
wave propagation phenomena simulation, but they introduce fic-
titious source terms in the discretized equations that can play a
sensible role when discontinuities in the flow-property space and
time derivatives occur, as in the presence of cavitation ��20��.

The main objective of the present work was to develop an en-
hanced conservative model for cavitating and noncavitating one-
dimensional flows of general application. The implicit, conserva-
tive, second-order accurate scheme detailed in �21,22� was applied
to discretize the pipe-flow partial differential equations in diver-
gence form. It was shown to provide very good resolution at the
cavitation induced flow discontinuities, with reduced oscillation
problems. Besides, since the unknown variables are density and
momentum the same set of equations was applied both in the
absence and in the presence of cavitation ��21,22��.

The model was tested and validated through its application to
the transient flow simulation in the pressure pipe of a pump-line-
nozzle diesel injection-system built by Bosch for light- and
medium-duty commercial vehicles. The system was of particular
relevance to the model assessment, because it was subjected to
cavitating flow conditions that can be considered as severe at part
loads, at least for a diesel injection system, according to Bosch.
Furthermore, it was a challenging benchmark for the numerical
simulation of a high-pressure fuel injection system, due to its
complex fluid dynamics. The predicted injector needle lift and
pressure time histories at two pipe locations, one close to the

pump and the other close to the injector, were compared to ex-
perimental results, substantiating the validity and robustness of
the conservative model in simulating the acoustic cavitation with
a high degree of accuracy. Numerical results on cavitation incep-
tion, evolution, and desinence are presented and discussed.

Cavitation Simulation
In a slender pipe, the one-dimensional barotropic flow of a

compressible pure liquid or of a homogeneous mixture of liquid
and aeriform constituents requires only the mass and momentum
conservation equations for its mathematical modeling ��3��. The
energy equation is reduced to the thermodynamic state equation
for the specific process the fluid is subjected to.

According to a conservative formulation, the flow model equa-
tions are written in the divergence form with density ��� and mo-
mentum ��u� as variables, i.e., using a control volume approach,
with respect to a pipe element, the mass-conservation and
momentum-balance equations of the fluid are expressed in the
following matrix form:

�w

�t
+

�F

�x
= H �1�

where

w = � �

�u
� F�w� = � �u

p + �u2 � H = � 0

−
4�w

d
� �2�

�, u, and p are the respective average cross-sectional density, ve-
locity, and pressure of either the liquid or the homogeneous mix-
ture; �w is the wall shear stress and d is the pipe diameter; t is the
time variable and x is the axial variable along the pipe.

The state and transformation equations of the fluid have to be
added for a barotropic flow model.

The cavitating flow at a macroscopic level ��3,7,10�� can be
taken as a homogenous mixture of a pure liquid, its vapor and a
quantity of gas, both dissolved and undissolved. The mixture of
liquid and gaseous constituents can be treated as a macroscopi-
cally homogeneous and isotropic system, with no slip between
liquid and aeriform constituents, if the amount of these latter is
very small and their bubbles are finely distributed. In this case, the
mass and void fractions of the aeriform constituents can be intro-
duced as variables:

�x =
mx

m
, �x =

Vx

V
, �3�

where x refers to either the vapor �v� or the undissolved gas �g�, m
and V designate the mass and volume of the mixture. With spe-
cific reference to the dissolved gas, its mass fraction will be indi-
cated by �dg=mdg/m and its void fraction is virtually nil. The
effective properties of the liquid are experimentally determined
and are not significantly influenced by the tiny amount of the
dissolved gas, whenever this is present. It is worth pointing out
that, due to the generally small concentration of the dissolved gas,
the Henry’s law can be assumed to govern the gas dissolution
process in the liquid and thus can be used to determine �dg for
given thermodynamic conditions of the liquid ��7��.

In general, the homogeneous mixture of a pure liquid, its vapor
and a gas both dissolved and undissolved, that are finely distrib-
uted in it, can be treated as a pure phase at a macroscopic level,
taking average local intensive properties of the mixture ��3,7,10��.
More specifically, a mechanical and thermodynamic equilibrium
model results ��2,3,10�� by neglecting the surface tension and vis-
cosity in the static bubble-wall equilibrium and by considering a
mass-averaged internal energy of the mixture leading to an aver-
age local temperature virtually equal to the liquid temperature,
due to the tiny amount of gaseous constituents involved. There-
fore, if the intensive properties of such a mixture are related
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through a thermodynamic statement, describing the process it is
subjected to �barotropic flow model�, two intensive properties
�namely, � and �g� are required to describe its internal state, i.e.,
the system has two degrees of freedom, according to the Gibbs
phase rule ��23��. Besides, if a definite value �even nil� of the
mass fraction of gas, both dissolved and undissolved, is assigned,
the mixture reduces to a single degree-of-freedom system, that is,
only one intensive property �namely, �� is required to describe its
thermodynamic state.

Applying the primitive definition of specific volume to the mix-
ture, as well as to each constituent, and introducing the mass
fractions of Eqs. �3�, the homogeneous mixture density can be
expressed as a function of the pressure, the temperature, the vapor
mass fraction and the undissolved gas mass fraction, by �Appen-
dix A�:

� =
�v�g�l

�v�g�l + �g�v�l + �1 − �v − �g��v�g
�4�

Since for a barotropic flow, and generally in vaporization re-
gions, the temperature T is a function of pressure, T=T�p�, in Eq.
�4� the liquid density is a function of p, i.e., �l=�l�p�:

�l =
ml

Vl
�5�

Vl is the volume of the liquid, including the dissolved gas.
The vapor and gas densities �v and �g, respectively, are given

by the Amagat’s law of the additivity of volumes ��23��, the vapor
being treated as a perfect gas:

�x =
mx

Vx
=

p

RxT
�6�

where x designates either the vapor �v� or the undissolved gas �g�.
Thus, �v=�v�p� and �g=�g�p� because T=T�p�.

Let us consider a constant total mass fraction of dissolved and
undissolved gas. The actual amount of dissolved gas that saturates
the liquid can be expressed by the Henry’s law ��24��:

�dg = K�p�pg = K�p��1 + �v�g/�g�v�−1p �7�

pg is the gas partial-pressure, according to the Dalton’s Law and
K�p� is related to the Henry’s coefficient.

If �g is replaced in Eq. �4� by the complement to �dg with
respect to the total gas mass-fraction, through Eq. �7�, and the
mixture density � is taken as the property that describes the so-
obtained monovariant system, then the vapor mass fraction �v
must be a function of �. This means that Eq. �4� connects the
pressure p to the density � of the mixture, as it should be for a
barotropic fluid flow. Therefore, we can calculate the pressure
gradient as follows:

�p

�x
=

dp

d�

��

�x
�8�

In order to derive a general expression for the sound speed of
the mixture, Eq. �1� is rewritten in the following form:

�w

�t
+ A

�w

�x
= H �9�

where

A = � 0 1

dp

d�
− u2 2u � �10�

is the Jacobian matrix of the partial differential equation system.
As can be easily verified, the eigenvalues � of the matrix A are:

�1,2 = u ±	dp

d�
�11�

and therefore one can deduce that the sound speed of the homo-
geneous barotropic mixture is given by:

a =	dp

d�
�12�

in agreement with the thermodynamic definition of sound speed in
a simple system ��23��.

The sound speed for the homogeneous barotropic mixture, with
a fixed total mass fraction of gas �dissolved and undissolved�, can
thus be drawn from Eq. �12� by taking the derivative of the mix-
ture density � �Eq. �4�� with respect to the pressure p, so that:

1

�a2 =
�v

�vav
2 +

�g

�gag
2 +

1 − �v − �g

�lal
2 − �
 1

�v
−

1

�l
�d�v

dp

− �
 1

�g
−

1

�l
�d�g

dp
�13�

where av ,ag ,al are the sound speeds of the constituents for the
specified thermodynamic evolution. Such an analytical form of
the mixture sound speed a is a new one, because usually the
pseudocavitation form ��2,6,10�� is considered. The first three
terms on the right-hand side of Eq. �13� are related to the elasticity
of each component of the mixture, whereas the last two terms
refer to the vaporization or condensation and to the gas entrain-
ment or dissolution processes. This can be easily verified by in-
troducing an effective bulk elasticity modulus Eeff of the mixture
for the detailed thermodynamic process, as is done in the Appen-
dix B:

1

Eeff
= −

1

V

dV

dp
�14�

The knowledge of the derivatives d�v /dp, d�g /dp is required
to obtain the wave propagation speed from Eqs. �11�–�13�.

The derivative of �g with respect to p can be obtained by dif-
ferentiation of Eq. �7�, because it is:

d�g

dp
= −

d�dg

dp
�15�

As far as the term d�v /dp is concerned, a procedure for its evalu-
ation is indicated in the Energy Considerations Section.

The following expressions are directly derived from Eq. �13� to
show its general applicability for relevant cases.

Pure Vaporous Cavitation. Let us consider the case of a pure
liquid under cavitation conditions in the absence of any quantity
of undissolved gas ��g=0,�g=0�. In this case, Eq. �13� reduces
to:

1

�a2 =
�v

�vav
2 +

1 − �v

�lal
2 − �
 1

�v
−

1

�l
�d�v

dp
�16�

It is worth pointing out that the assumption of isothermal flow
in the cavitation region is consistent with negligible thermal ef-
fects of the fluid phase change induced by wave propagation and
is generally acceptable, owing to the very small amount of liquid
involved. With the assumption of isothermal flow in the cavitation
region, the pressure is constant and equal to the vapor pressure at
the given temperature, so that �v and �l are constant for the above
macroscale mixture model. Thus, Eq. �4�, yielding

� =
�v�l

�v�l + �1 − �v��v
�17�

directly relates the vapor mass fraction �v to the mixture density
�. In such a case, the following expression of the sound speed is
obtained from Eqs. �12� and �17�:
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1

�a2 = − �
 1

�v
−

1

�l
�d�v

dp
�18�

Since �v assumes variable non-negative values, its derivative with
respect to p tends to infinity. Thus, Eq. �18� leads to:

a = 0 �19�
as can be also directly deduced from Eq. �12�.

Pure Gaseous Cavitation. Assume that pressure reductions
take place above the liquid vapor tension, so that the vaporous
cavitation does not occur and the cavities in the liquid contain
virtually only undissolved gas. In this case �v�0, �v�0.

From Eqs. �13� and �15� one obtains:

1

�a2 =
�g

�gag
2 +

1 − �g

�lal
2 + �
 1

�g
−

1

�l
�d�dg

dp
�20�

The differential quotient in the last term can be evaluated by the
derivative of Eq. �7� with respect to the pressure.

Pseudocavitation. This case relates to the evolution of a gas–
liquid mixture with cavities containing a fixed amount of an un-
dissoluble and uncondensable gas, under pressure variations such
that the pressure always takes values that are greater than the
vapor pressure. Therefore, the vaporous cavitation does not occur
��v�0 and �v�0�. The substantial difference between
pseudocavitation and gaseous cavitation resides in the fact that
pseudocavitation bubbles can grow or decrease in response to
changes of the liquid pressure without any mass transfer across
the bubble surface.

In this case, Eq. �13� yields:

1

�a2 =
�g

�gag
2 +

1 − �g

�lal
2 �21�

This expression is commonly applied by different authors
�2,6,10,12,13� to derive the sound speed of mixtures of aeriform-
liquid constituents under cavitating conditions, even though it is
not consistent with cavitation phenomena description.

Pure Liquid Flow. Finally, for the case of pure liquid flow
without any gaseous constituent ��g=0,�v=0� expression �13�
yields:

a = al �22�
that is, the sound speed of the liquid under the specific process.

Energy Considerations
For the one-dimensional flow of a compressible pure liquid or

of a homogeneous mixture of liquid and aeriform constituents the
thermal energy conservation equation can be written as:

dh

dt
−

1

�

dp

dt
= q̇ + l̇w �23�

where h is the enthalpy per unit mass of the system, q̇ is the heat
power per unit mass transferred from the boundaries to system,

and l̇w is the viscous power dissipation per unit mass within the
system.

Introducing the entropy, Eq. �23� gives rise to the following
basic thermodynamic relation among the fluid state variables dur-
ing any elemental process:

T ds = dh −
dp

�
�24�

where T is the local temperature and s is the entropy per unit mass
of the system.

Pure Liquid Flow. For a simple system, with specific reference
to a pure liquid, the following general state equations can be eas-
ily derived:

dh = cpdT + �1 − �T�
dp

�
�25�

dp = aT
2 d� + �ET dT �26�

where aT=	ET /� is the sound speed at constant temperature,

� =
1

v

 �v

�T
�

p

= −
1

�

 ��

�T
�

p

�27�

is the volumetric coefficient of thermal expansion or the thermal
expansivity, and:

ET = − v
 �p

�v
�

T

= �
 �p

��
�

T

�28�

is the isothermal bulk modulus of elasticity of the fluid.
Equation �26� relates the pressure variation to the density and

temperature variations in a liquid for any process. Usually the
term containing dT is neglected in the literature, so that the speed
of sound in a liquid is generally evaluated with reference to an
isothermal process. From Eqs. �24�–�26� it is easy to derive the
general expression of the sound speed with reference to an isen-
tropic process �ds=0�:

as =	
dp

d�
�

s

=	cp

cv
aT �29�

The difference between the specific heat at constant pressure cp
and the specific heat at constant volume cv can be higher than
15% for an oil of interest in diesel fuel simulation, such as, for
example, the ISO 4113 oil. Thus, the relative difference between
the squares of as and aT can be of the same order of magnitude.
Such a difference has an influence on the pressure prediction for
isentropic and isothermal processes, as can be verified from Eq.
�26�.

It is worth linking separately the variations of pressure and
density to the temperature variations in an isentropic process,
through Eqs. �24�–�26�, as follows:

dp

ET
=

cp

�aT
2

dT

T
,

d�

�
=

cv

�aT
2

dT

T
�30�

In the present approach, these relations were applied to evaluate
the temperature variations of the liquid due to compressibility
effects in high-pressure injection system simulation, for the first
time in the literature.

Cavitating Flow. For the detailed homogeneous two-phase
mixture of vapor–gas–liquid under cavitating conditions at a mac-
roscopic level, the following thermal energy relation can be easily
derived:

T ds = cp dT − �1

�
−

�l

�l
�1 − �lT��dp + r d�v + �r + T�sg − sv��d�g

�31�

where cp is the average heat capacity of the mixture, defined as:

cp = �vcpv
+ �gcpg

+ �lcpl
�32�

� is the mixture density expressed by Eq. �4�; �l, �l, and �l are the
mass fraction, density, and expansivity, respectively, of the liquid;
r=r�T� is the condensation heat of the vapor.

Equation �31� and the thermodynamic process specification al-
low modeling the vapor source term, that is, the derivative of �v
with respect to the pressure. In particular, for pure vaporous cavi-
tation �d�g�0�, under an isentropic process, Eq. �31� yields:

r
d�v

dp
= �1

�
−

�l

�l
�1 − �lT�� − cp

dT

dp
�33�

whereas, under an isenthalpic process �dh=0�, one has:
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r
d�v

dp
= −

�l

�l
�1 − �lT� − cp

dT

dp
�34�

In the present work, an isothermal process was chosen to simu-
late the transients of vaporous acoustic cavitation in high-pressure
injection systems, because of its physical consistency, simplicity,
and accuracy in capturing the macroscopical effects.

Fuel Injection System
The high-pressure injection system, built by Bosch for light and

medium duty vehicles, was made up of an in-line pump, a pres-
sure pipe, and a single-spring injector. The injector nozzle was of
the orifice type with five holes, presenting a reduced sac volume.
In order to avoid the injector-nozzle reopening, the pump was
equipped with a delivery valve of the relief-volume type and with
a snubber valve downstream to it, in the forward flow direction,
which was aimed at avoiding or attenuating cavitation occurrence
inside the pipe ��25,26��. Cavitation can take place in the pipe
subsequently to the spill port opening, because of the depression
wave protraction and intensification due to the delivery valve con-
figuration ��8��. In spite of the snubber-valve presence, the system
underwent anomalous operating conditions of intense and wide-
spread cavitation, mainly at part loads.

Figure 1 shows a schematic of the injection system layout with
measurement quantities and locations. The experimental data used
for comparison with computational results consisted in time his-
tories of the injector-needle lift and of the pressure at two pipe
locations: one close to the pump delivery outlet �pup� and the other
close to the injector inlet �pdp�. At these locations the average
temperatures were also measured, showing almost the same value.
The feeding test-oil temperature was kept under control.

The pump-plunger stroke was experimentally determined for
two operating conditions: one at full load and the other at partial
load, both at the pump speed of 1300 rpm. The cam-angle distri-
butions of plunger lift, inlet- and spill-port cross-sectional areas
were also measured. The measurements were carried out on a test
bench of the type described in �5�.

Mathematical Model

Pipe Flow. The fluid flowing through the pressure pipe was
modeled as a pure liquid in the absence of cavitation or outside
the regions under cavitation. In the pure liquid flow simulation,
temperature variations due to compressibility effects were in-
cluded, for the first time in injection system modeling and numeri-
cal analysis. To that end, the thermal energy conservation equa-
tion, Eq. �23�, was applied together with an isentropic evolution,
according to the hypothesis of an adiabatic flow and negligible
friction-loss thermal effects, or rather, to the assumption that the
heat yielded by the friction forces was entirely transferred outside
through the pipe wall. The liquid temperatures were evaluated by
Eqs. �30�, linking pressure or density variations to temperature
variations during the wave propagation through the pipe.

Whenever the pressure decreased up to the vapor tension at the
local temperature, the fluid was modeled as a homogeneous mix-
ture of liquid and vapor without undissolved gas ��g�0� �pure

vaporous cavitation�. The vapor was taken to be equally distrib-
uted within the cavitating region and, more specifically, within
each of the computational cells.

As previously mentioned, an isothermal process was chosen to
simulate the cavitation evolution for the following reasons: it is
physically consistent with the negligible thermal effects of the tiny
amount of vaporizing liquid; it is very simple to handle and accu-
rate in capturing the macroscopical effects. Therefore, whenever
at any location in the pipe the pressure reaches the value of the
local vapor tension, the temperature at this point, that is equal to
its saturation value, keeps constant until a vapor portion exists,
and so the pressure does, consistently with the thermodynamic
functional relation between temperature and pressure in a vapor-
izing pure-liquid region.

It is worth pointing out that, based on the results of some nu-
merical tests, the simple approach of considering only a pure va-
porous cavitation was chosen, neglecting the presence of any ar-
bitrary amount of undissolved gas, as was done in previously
developed nonconservative numerical models ��3,5,8��. In fact,
besides its simplicity, this procedure was shown to yield physi-
cally consistent results, without any significant difference in the
macroscopic effects with respect to the tested case in which the
contemporary presence of a tiny fixed gas fraction is considered
��25��. This is supported by the good agreement between the pre-
dicted and measured pressure time histories at the above-
mentioned pipe locations. In the present work, such macroscopic
effects are of main interest, together with the robustness shown by
the new numerical scheme.

Pump and Injector. The pressure-wave propagation along the
injector-drilled passages is simulated with the foregoing pipe-flow
model and a lumped mass model is applied to write the continuity
equations for the pump and injector isobaric chambers. Further
details on the rebuilt injection-system mathematical model are
given in ��21,25��.

With reference to a generic chamber j, one can write:

Qin,j − Qout,j =
1

� j

d� j

dt
Vj +

dVj

dt
�35�

where Qin,j and Qout,j are the volumetric flow rates coming into
and out of the chamber j, respectively, and are modeled according
to Torricelli’s law.

A second-order linear system model was used to simulate the
valves �the injector needle is also indicated as nozzle valve�:

mm
d2lm

dt2 + �̄m
dlm

dt
+ k̄mlm + F̄0 = 

k

pkSmk
�36�

where

lm � 0, k̄m = km + kbs, �̄m = �m + �bs F̄0 = F0,

0 � lm � lM, k̄m = km, �̄m = �m, F̄0 = F0,

lm 	 lM, k̄m = km + kbs, �̄m = �m + �bs, F̄0 = F0 − kbs · lM ,

with

�m = 2
m
	kmmm

Fluid Properties
The physical properties �elasticity modulus, density, sound

speed, thermal expansivity, and kinematic viscosity� of the test-oil
ISO 4113, that simulates the diesel fuel, are reported in Figs. 2–5
and 7. These compare the experimental data ��27��, reported by
symbols, with the authors’ model analytical relations �solid lines�
used in the program. The properties are given as functions of the
pressure p, taking the temperature T as a parameter.

Fig. 1 Injection-system layout and measured quantities
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The bulk modulus of elasticity is very well described as a func-
tion of pressure and temperature by the following linear state
equation:

E�p,T� = ET�p� = E0�T� + ��T��p − p0� �37�

where p0 is a reference pressure value and E0 is the value of the
elasticity modulus of the liquid at p= p0. A plot of Eq. �37� and of

experimental data at four temperatures in the range of interest for
the present investigation is given by Fig. 2.

In order to obtain the relation between the oil density and pres-
sure, we start from the standard definition of the elasticity bulk
modulus of Eq. �28�, which gives:


 �p

��
�

T

=
ET�p�

�
�38�

A direct integration of Eq. �38� yields:

��p,T� = �T�p� = �0�T��ET�p�
E0�T��1/��T�

�39�

where �0 is the value of the density of the liquid for p= p0, at the
temperature T. The density distributions versus pressure are re-
ported in Fig. 3 for the considered temperatures.

The volumetric coefficient of the liquid thermal expansion was
determined by differentiation of the density �Eq. �39�� with re-
spect to the temperature:

��p,T� = −
1

�

 ��

�T
�

p

�40�

A slight dependence of � on temperature can be observed in
Fig. 4, plotting � versus pressure at 40°C and 100°C.

The sound speed as a function of pressure and temperature is
given by �Fig. 5�:

a�p,T� = aT�p� =	ET�p�
�

�41�

When cavitation occurs, without any undissolved gas, the pres-
sure keeps constant at the vapor tension level, whereas the value
of the mixture density is still variable and is calculated by the
numerical algorithm solving the system given by Eq. �1�. This
value can be used to work out the void fraction:

� =
�l − �

�l − �v
�42�

Thus, during cavitation the mixture compressibility is related to
the phase change rather than to the elastic properties of the fluid.

Figure 6 shows the relation between pressure and density close
to the saturation point, for a given temperature T.

It should to be pointed out that there is also a discontinuity in
the sound speed at the saturation point. This is a consequence of
the adopted model for the cavitating fluid, which is considered as
a homogeneous mixture of a pure liquid and its vapor. More spe-
cifically, the sound speed drops to zero inside the cavitation re-
gions �Eqs. �18� and �19��. Therefore, the perturbation waves

Fig. 2 Bulk modulus of elasticity: model Eq. „37… „solid lines…
versus experimental data „symbols…

Fig. 3 Density: model Eq. „39… „solid lines… versus experimen-
tal data „symbols…

Fig. 4 Thermal expansivity

Fig. 5 Sound speed: Eq. „41… „solid lines… versus experimental
data „symbols…
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propagate at the fluid velocity through the cavitation regions as
long as the vapor component exists, according to the eigenvalues
given by Eq. �11�.

Finally, a good interpolation of the experimental data for the
kinematic viscosity is given by the following quadratic polyno-
mial �Fig. 7�:

��p,T� = k0�T� + k1�T�p + k2�T�p2 �43�
Inside the cavitation region, the kinematic viscosity is held con-

stant and equal to its value at the vapor pressure ��4��.
The analytical expressions of ��T� and E0�T� in Eqs. �37� and

�39�, of �0�T� in Eq. �39� and of k0�T� ,k1�T� ,k2�T� in Eq. �43� are
reported in �21�.

Numerical Algorithm
A new finite-volume scheme was proposed for discretizing the

hyperbolic partial differential system of Eq. �1�. It is an implicit,
conservative, one-step, symmetrical, and trapezoidal scheme of
the second-order accuracy, which will also be referred to with the
acronym ICOST �Implicit Conservative One-step Symmetric
Trapezoidal� ��21,22��.

According to a finite-volume approach, the ICOST scheme can
be written in the symmetrical conservative form given by the
following expression:

w j
n+1 = w j

n −
t

x
�� j+1/2

n+1/2 − � j−1/2
n+1/2� + t H j

n+1/2 �44�

where the subscript j refers to the spatial grid locations, the su-
perscript n designates the time level, � is the numerical flux
function defined as:

� j+1/2
n+1/2 =

1

2
�F j+1

n + F j
n� −

1

2

 t

x
��A j+1/2

n+1 �F j+1
n+1 − F j

n+1��

� j−1/2
n+1/2 =

1

2
�F j

n + F j−1
n � −

1

2

 t

x
��A j−1/2

n+1 �F j
n+1 − F j−1

n+1��

A is the Jacobian of the flux vector F=F�w�:

A =
dF

dw
= � 0 1

a2 − u2 2u
�

From the von Neumann stability analysis of the ICOST differ-
ence approximation to the wave equation, it follows that the pro-
posed scheme can be considered to be unconditionally stable and
therefore it is possible to select the mesh sizes t and x paying
attention only to accuracy requirements. In order to prevent the
generation of oscillations around discontinuities, second-order
schemes usually introduce flux limiters ��28,29��, but the high-
resolution schemes so obtained are more cumbersome to apply
than are those without limiters �Figs. 8–15�.

In the present work, the implementation of the high-resolution
version of the ICOST method ��21�� does not involve differences
in the simulation of the macroscopic effects with respect to the
case without the limiters. In particular, as will be evidenced by the
results �Figs. 11–15�, in the presence of the flow discontinuities
induced by cavitation inception and collapse, no significant oscil-
lation problems are given by the ICOST scheme. On the other
hand, available nonoscillatory schemes are either of the explicit
type or too onerous to apply to injection systems, or are noncon-
servative ��8,30,31��. The necessity of a conservative numerical
scheme is outlined in the Introduction and is examined in �20,29�.
Besides, the choice of an implicit scheme is motivated by the
following considerations.

For the discretization of the ordinary differential equations that
model the pump and injector dynamics, BDF �Backward Differ-
ential Formulas� of the second-order accuracy were used, being
suitable for problems of the stiff type ��3,5,8��. A second-order
BDF approximation to the first-order time derivative of any time-
function y, at the instant n+1, is given by:

�dy

dt
�n+1

=
1

t

1 + 2�

1 + �
yn+1 − �1 + ��yn +

�2

1 + �
yn−1� �45�

with �=t /t� being t= tn+1− tn and t�= tn− tn−1.
The difference analogues to the partial differential equations of

the pipe flow and to the ordinary differential equations of the
pump and injector led to a nonlinear algebraic equation system,
which was linearized by the method of Newton–Raphson and
solved by an efficient direct algorithm. At each step of time the
primitive variables � ,u , p were derived from the conservative
variables � ,�u, taken for discretization in both cases of the pres-
ence and the absence of cavitation. A robust, efficient, stable, and
accurate numerical algorithm was thus attained, capable of essen-
tially matching the nonstationary pipe fluid dynamics to the dy-
namics of the mechanical elements at pipe boundaries.

Results
Figures 8–10 illustrate the injection system performance at a

pump speed of 1300 rpm at partial load. They report needle lift
and pressure time-histories at two pipe locations, one close to the
pump and the other close to the injector �Fig. 1�.

The predicted distributions �solid line� are compared to the ex-
perimental results �circle symbol�. The camshaft angle ��−�0�, is
reported as abscissa, �0 being a reference angle.

Fig. 6 Pressure as a function of density

Fig. 7 Kinematic viscosity: model Eq. „43… „solid lines… versus
experimental data „symbols…
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The good agreement between computed and measured quanti-
ties shown by these results indicates a quite satisfactory degree of
accuracy of the injection-system mathematical model.

Figure 8 indicates the occurrence of cavitation at the pump
outlet. The fuel pressure reaches the value of the vapor tension at
the cam angle �−�0�11 deg and cavitation persists until the
pressure wave coming back from the injector reaches the cavitat-
ing region, increasing the pressure there, so that the fluid leaves

cavitation conditions at �−�0�19 deg. As can be inferred from
the figure, the model is capable of predicting the cavitation tem-
poral duration and the intensity of the subsequent pressure peaks
with high precision, substantiating the validity of the conservative
model for simulating wave propagation phenomena in the pres-
ence of cavitation.

The pressure peak in Fig. 9 has a higher value than that of the
previous figure because it is affected by an accumulation effect

Fig. 8 Pipe pressure at the delivery outlet

Fig. 9 Pipe pressure at the injector inlet

Fig. 10 Needle lift Fig. 11 Cavitation inception
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due to the reduced flow area that is present at the injector nozzle.
Furthermore, owing to the wave propagation with the compress-
ibility driven sound speed, the pressure peak shows a delay in
time with respect to that of Fig. 8.

The result of Fig. 10 further validates the injector model, with
the needle valve treated as a second-order linear system. The
small oscillations that arise when the needle reaches its maximum

lift and when the needle closes are due to the impact of the mobile
element against the basement. Then, no reopening of the needle
valve is observed after the injection end.

Figures 11–13, report significant sequences of the flow property
distributions along the pipe illustrating the cavitation inception,
growth and desinence stages at the abovementioned operating
conditions. The abscissa reports the distance from the pump

Fig. 12 Cavitation growth Fig. 13 Cavitation desinence
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outlet, normalized to the length L of the connecting pipe and of
the injector-drilled passage �L�1.1 m�. These figures show the
pressure, void fraction, and flow rate patterns along the pipe at
different instants of time corresponding to the indicated cam-angle
coordinates �−�0. The grid mesh sizes x=0.01 m and t
=10 �s were employed for these predictions, requiring a compu-
tational time CPU of a few minutes on a Pentium 4 CPU, 2.4 Ghz,
for a whole camshaft cycle.

The picture at the top in Fig. 11, for �−�0=10.52 deg, repre-
sents the situation before the onset of cavitation, whereas the sub-
sequent plots show the evolution of this phenomenon and the
discontinuity induced by the cavitation in the flow properties. The
rarefaction wave, which is responsible for the cavitation occur-
rence, is caused by the spill-port opening. The cavitation region
travels toward the injector and enlarges with time, leaving behind
a low-pressure noncavitating zone. The pressure values in this
latter zone cannot be resolved because of the p-axis scale.

Figure 12 shows the subsequent evolution of the cavitation re-
gion, with a considerable growth of void fraction values while the
above-mentioned rarefaction wave continues to travel toward the
injector.

In Fig. 13, it can be observed how this rarefaction wave has
been reversed in a pressure wave, sweeping away the formerly
developed cavitation region. The figures clearly indicate a discon-
tinuity surface, which separates cavitating from noncavitating re-
gions. Such a discontinuity is recognizable as a shock, which trav-
els with a sensibly reduced speed with respect to the sound speed
of the liquid because the fluid properties in the cavitation zone are
affected by the vapor–liquid phase change. In fact, the sound
speed drops from the value al to zero across the flow discontinuity
and therefore the supersonic flow existing inside the cavitating
region becomes subsonic in the pure liquid zone. Thus a shock
arises. On the other hand, in Fig. 11 there is no evidence of any

shock occurrence because the subsonic flow at one pipe location
becomes supersonic when the same location is reached by cavita-
tion. Therefore, a rarefaction wave can be observed instead of a
shock.

In order to allow a more complete overall view of wave propa-
gation as well as of cavitation inception and evolution, Figs. 14
and 15 give a three-dimensional representation of the computed
distributions of the pressure and void fraction along the pipe, in a
significant range of cam angle, for the same operating conditions
of Figs. 8–10. The x axis reports the non-dimensional distance
along the pipe, the y axis the camshaft angles, and the z axis the
pressure �Fig. 14� and the void-fraction distributions �Fig. 15�.
The lines drawn at constant values of the cam angle �−�0 repre-
sent the pressure and void fraction distributions along the pipe at
fixed instants of time. As is shown by these figures, the traveling
cavitation region, occurring downstream to the delivery valve af-
ter its closure, is particularly diffuse and relatively high void-
fraction values are reached along the pipe. Even for such cavitat-
ing conditions, that are considered to be severe for high-pressure
injection systems, the numerical algorithm shows a stable behav-
ior and does not give rise to significant oscillation problems.

Conclusion
A new conservative numerical model of general application for

hydraulic-system unsteady fluid-dynamics simulation, was devel-
oped and assessed with specific reference to high-pressure injec-
tion systems. The thermodynamic approach to acoustic cavitation
modeling that is based on a homogeneous two-phase barotropic
flow model of a pure liquid, its vapor and a gas, both dissolved
and undissolved, led to a consistent comprehensive sound-speed
analytical form.

For the liquid flow simulation, the temperature variations due to
compressibility effects were included, for the first time in injec-
tion system modeling. The thermal-energy conservation equation
was applied in connection with an isentropic evolution consis-
tently either with the hypothesis of an adiabatic flow and negli-
gible friction-loss thermal effects or with the assumption that the
heat produced by friction is fully transferred outside through the
pipe wall.

To simulate the cavitation evolution, an isothermal process was
chosen because it is in accordance with negligible temperature
variations, due to the tiny vaporizing-liquid amount and also be-
cause it is very simple to handle. Furthermore, the approach of
considering pure vaporous cavitation was shown to yield physi-
cally consistent macroscopic results by the very good agreement
between the predicted and experimental pressure time histories at
the considered pipe measurement locations.

The new second-order accurate conservative numerical scheme,
which was applied for discretizing the partial differential equa-
tions governing the pipe flow, was shown to be robust in accu-
rately predicting the wave propagation phenomena, and more spe-
cifically the flow discontinuities induced by the cavitation
inception and desinence, with minor oscillation problems.

The mathematical model uses the same set of conservation
equations both in the presence and in the absence of cavitation.

The numerical analysis of the acoustic cavitation transients in
the pressure pipe indicated that the cavitation inception and
growth were induced by rarefaction waves, which gave rise to a
transition from subsonic to supersonic flows, whereas the cavita-
tion decrease and desinence were caused by compression waves
leading to a transition from supersonic to subsonic flows with
shock occurrence.
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Fig. 14 Pressure along the pipe at different camshaft angles

Fig. 15 Void fraction along the pipe at different camshaft
angles
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Nomenclature
a � sound speed
A � Jacobian matrix
c � specific heat
d � pipe diameter
E � bulk modulus of elasticity
F � spring force
F � flux vector
h � enthalpy per unit mass

H � source vector
k � spring rate
l � lift

l̇w � viscous power dissipation per unit mass
L � length of pipe and injector-drilled passage
m � mass; mixture mass
p � pressure; average cross-sectional pressure
q̇ � heat transfer rate per unit mass
Q � volumetric flow rate
s � entropy per unit mass
S � surface area perpendicular to the lift axis
t � time

T � temperature
u � average cross-sectional velocity
� � specific volume; mixture specific volume
V � volume; mixture volume
w � conservative variable vector
x � axial distance along pipe
� � void fraction; average cross-sectional void

fraction
� � thermal expansivity; damping

t � time increment
x � distance increment


 � damping factor
� � cam angle
� � mass fraction; average cross-sectional mass

fraction
� � density; average cross-sectional density; mix-

ture density
�w � wall shear stress
� � numerical flux vector

Subscripts
0 � reference value

bs � seats
dg � dissolved gas
dp � downstream-pipe location
g � gas; undissolved gas
l � liquid

m � mobile element
n � needle valve

M � maximum value
p /T /s � at constant pressure/temperature/entropy per

unit mass
up � upstream-pipe location
v � vapor; at constant volume
x � gas �g� or vapor �v�

Appendix A

Mixture Density. From the application of the primitive defini-
tion of specific volume v to the mixture, made up in general of the
liquid fuel, its vapor and a quantity of gas, both dissolved and
undissolved, one has:

v =
1

�
=

V

m
=

Vv + Vg + Vl

m
�A1�

m is the mass of the mixture occupying the volume V ,Vl is the
volume of the liquid portion held in V, including the dissolved

gas, and Vv ,Vg are, respectively, the vapor and undissolved gas
volumes.

Introducing the specific volumes of the liquid, vapor, and un-
dissolved gas:

vl =
Vl

ml
, vv =

Vv

mv
, vg =

Vg

mg
�A2�

where ml ,mv ,mg refer to the liquid, vapor and undissolved gas
masses held in the volume V �the sum of ml ,mv ,mg is equal m�.

Equations �A1� and �A2�, taking the definition of vapor and
undissolved-gas mass fractions into account �Eq. �3��, yield:

v = �vvv + �gvg + �1 − �v − �g�vl �A3�
Since the density is, by definition, the inverse of the specific vol-
ume, from Eq. �A3� one has:

1

�
=

�v

�v
+

�g

�g
+

�1 − �v − �g�
�l

�A4�

from which the expression of the mixture density �Eq. �4�� can be
easily derived.

Appendix B

Effective Bulk Elasticity Modulus of the Mixture. If a fixed
mass of vapor-gas-liquid mixture is considered, its volume change
in an infinitesimal interval of time can be evaluated according to
the following contributions taking elasticity, vaporization or con-
densation and gas entrainment or dissolution into account:

dV = dVv + dVg + dVl + dVpc + dVed �B1�

The first three terms �dVv ,dVg ,dVl� on the right-hand side of
Eq. �B1� are related to the elasticity properties of the mixture
constituents, that is, vapor, gas and liquid, respectively:

dVv = − Vv
dp

Ev
= − V�v

dp

Ev
�B2�

dVg = − Vg
dp

Eg
= − V�g

dp

Eg
�B3�

dVl = − Vl
dp

El
= − V�1 − �v − �g�

dp

El
�B4�

The term dVpc �the subscript stands for phase change� has to be
ascribed to the vaporization or condensation of a portion of the
liquid or vapor, respectively:

dVpc = 
 1

�v
−

1

�l
�dmv = �V
 1

�v
−

1

�l
�d�v �B5�

in which dmv is the mass that either evaporates or condensates.
The last term in Eq. �B1�, that is dVed, refers to the gas entrain-

ment or dissolution �as the subscript suggests�:

dVed = 
 1

�g
−

1

�l
�dmg = �V
 1

�g
−

1

�l
�d�g, �B6�

where dmg indicates the mass of gas that either comes out of
solution to form gas bubbles �entrainment�, or dissolves in the
liquid.

Therefore, the relative volume change is given by:

dV

V
= −

�v

Ev
dp −

�g

Eg
dp −

�1 − �v − �g�
El

dp + �
 1

�v
−

1

�l
�d�v

+ �
 1

�g
−

1

�l
�d�g, �B7�

so that an effective bulk modulus of the homogeneous mixture can
be defined by the follows inverse expression �Eq. �14��:
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1

Eeff
=

�v

Ev
+

�g

Eg
+

�1 − �v − �g�
El

+ �
 1

�v
−

1

�l
�d�v

dp

+ �
 1

�g
−

1

�l
�d�g

dp
�B8�

From this relation and Eq. �13�, it follows that:

av =	Ev

�v
, ag =	Eg

�g
, al =	El

�l
, and a =	Eeff

�
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Effects of Heat Release Mode on
Emissions and Efficiencies of a
Compound Diesel Homogeneous
Charge Compression Ignition
Combustion Engine
A compound diesel homogeneous charge compression ignition (HCCI) combustion sys-
tem has been developed based on the combined combustion strategies of multiple injec-
tion strategy and a mixing enhanced combustion chamber design. In this work, a STAR-CD

based, multidimensional modeling is conducted to understand and optimize the multiple
injection processes. The parameters explored included injection timing, dwell time, and
pulse width. Insight generated from this study provides guidelines on designing the mul-
tipulse injection rate pattern for optimization of fuel-air mixing. Various heat release
modes created by different injection strategies are investigated by experimental compari-
son of combustion efficiency, heat loss, and thermal efficiency. It is demonstrated that the
process of fuel evaporation and mixing are strongly influenced by pulse injection param-
eters. Through control of the parameters, the stratification and autoignition of the pre-
mixed mixture, and the heat release mode can be controlled. The dispersed mode of heat
release created only by the compound diesel HCCI combustion is a flexible mode in
combustion control. The thermal efficiency with this mode can reach approximately to as
high as that of conventional diesel combustion, while the NOx and smoke emissions can
be reduced simultaneously and remarkably. �DOI: 10.1115/1.2032447�

Introduction
In order to meet increasingly stringent emission legislation and

demand of energy saving, homogeneous charge compression igni-
tion �HCCI� combustion has become an attractive technology of
IC engines because of the potential to significantly reduce NOx
and soot emissions, while achieving high thermal efficiency �1�.
For diesel-fueled HCCI engines, high compression ratio can be
used to enhance autoignition at light load, and direct in-cylinder
fuel injection can be used to control combustion timing. However,
the low-temperature chemistry of diesel fuel tends to cause a rapid
autoignition once compression temperature exceeds a threshold,
thereby leading to an overly advanced combustion phasing. In
addition, the low volatility of diesel fuel together with its propen-
sity of autoignition attributed to high fuel cetane number makes it
extremely difficult to form a homogeneous mixture required to
explore the full benefit in simultaneous reduction of NOx and soot
emissions. Most already proposed diesel HCCI engines only re-
quire one fuel handling system, however, its high fuel injection
pressure causes inevitable wall wetting, which is the source for
increased unburned hydrocarbons and possible soot emissions.
One fuel injection technology that can help homogeneous mixture
formation without fuel wall impingement is in active demand.

Over the last few years, a lot of research on diesel HCCI com-
bustion has been reported. They may be separated into three main
categories, depending on fuelling techniques: �1� premixed HCCI,
which involves port fuel injection �2–7�; �2� early direct-injection
HCCI, in which fuel is injected sufficiently early during the com-
pression stroke so that mixing can be completed prior to ignition
�8–15�; �3� later injection HCCI, in which fuel is injected later

than conventional operation, combined with high swirl levels for
fast mixing and exhaust gas recirculation �EGR� for extended ig-
nition delay �16,17�.

In addition, HCCI combustion is normally limited to the low
and medium load operations by the excessive rate of the pressure
rise due to simultaneous heat release of the whole charge in the
cylinder. Conventional diesel combustion is therefore still re-
quired at higher load conditions. The engine fuel handling system,
therefore, should be well suitable in both conditions of HCCI
combustion and conventional diesel combustion. Our previous
work has presented a new HCCI combustion technology
�15,18–20�, which operates the engine with HCCI combustion at
low loads, combined HCCI combustion and lean diffusion com-
bustion at medium and high loads. Because of the engine charac-
teristics of the multiinjection and the bump combustion chamber
design, it is named as MULINBUMP system. In this study, nu-
merical simulations are performed in order to understand and as-
sist the optimization of the multiple injection process. Then, the
experimental results are presented to discuss the combustion con-
trol and its effect on emissions and thermal efficiency.

MULINBUMP Combustion System
The test engine, as shown in Fig. 1, is based on a heavy-duty

inline six-cylinder truck engine. In this study, the engine is modi-
fied so that the cylinder 1 is used as the test cylinder and the other
five cylinders are used as a motor to drive the test cylinder. The
test cylinder is equipped with the flexible injection rate common
rail injector �FIRCRI� common rail fuel injection system �21�, a
separate air supply system and a separate exhaust system. The air
supply system comprises an air compressor, a surge tank, an in-
take air filter, and a pressure control valve. A gate valve in the
exhaust pipe of cylinder 1 is used to control the exhaust backpres-
sure, which is normally caused by a turbocharger. Table 1 shows
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the engine specifications and Table 2 gives the specifications of
the fuel injector. The typical experimental conditions are summa-
rized in Table 3.

For the MULINBUMP Compound HCCI combustion, the novel
injection strategy developed bases on the FIRCRI common rail
fuel injection system, by which the injection is split up to ten
pulse injections followed by a main injection at a predetermined
timing around the engine top dead center �TDC�. The pulse width,
pulse number, dwell time, and the start timing are flexibly con-
trolled for the formation of homogeneous mixture, combustion
phasing, and rate of heat release. An underlying advantage of the
multi-injection strategy is capable of preventing fuel spray im-
pingement on the cylinder liner owing to short pulse width and
disturbance by the consecutive injections.

Results and Discussions

CFD Simulation of Mixing Process of the Multiple
Injections. For better understanding of the roles of multiple in-
jection parameters, the multidimensional CFD code STAR-CD is
employed to understand and optimize the mixing process during
the multiple injections. The numerical model incorporates the con-
servation of mass, momentum and energy. The small-scale turbu-
lence effects are modeled indirectly within the Reynolds averag-
ing framework, using renormalization group �RNG� �-�
turbulence model with associated wall functions �22,23�. The ma-
jor submodels relating to the spray process are the Huh atomiza-
tion model �24�, the Reitz-Diwakar breakup model �25,26�, and
the Bai spray impingement model �27�. All other associated mod-
els are left defaults. Details of these models can be found in the
literature �28�.

Due to the different sizes of the intake and exhaust valve, the
seven-hole nozzle and the piston bowl in the real engine have an
eccentricity from the cylinder axis. Since the intake flow and the
valves are not simulated, the eccentricity is not taken into account
for computational efficiency. That allows simulating only a sector
of 51 deg according to one-seventh of the geometry. The numeri-
cal mesh at TDC is shown in Fig. 2. The numbers of grid cells at
TDC are 34 in radial, 17 in azimuthal, and 13 in the axial direc-
tion. Three cell layers are left in the squish region at TDC. Be-
cause of the inherent restriction of droplet discrete model �DDM�
spray model, the simulations are sensitive to mesh refinement. The
applied mesh resolution has therefore been chosen such that it is
close to the spray model optimized mesh resolution suggested by
Gonzalez et al. �29� and Abraham �30�.

The computations are started at the time of intake valve closure
�IVC=154 deg BTDC�. The average in-cylinder pressure and
temperature at the beginning of the calculation are determined by
running a cycle analysis program. The surface temperatures of the
piston, cylinder head and liner are estimated as 525, 500, and 475
K, respectively. The computations used n-dodecane as the fuel
because its properties are similar to those of the used fuel. The
injection rate histories are given in Fig. 3. Based on the actual
profile of the common rail system, injection profile 1, two de-
signed injection profiles are presented, which are named injection
profile 2 and injection profile 3. The dwell time is decreased from
8.4 deg CA to 5 deg CA for injection profile 2 and the pulse width
is further decreased from 5.38 deg CA to 4.39 deg CA for injec-
tion profile 3 when the engine operates at 1400 rpm. Note that in
this CFD study, the amount of total fuel injected is kept fixed at
31.4 mg.

As the fuel is injected into the cylinder, it mixes with the in-
cylinder air. In order to assess the effectiveness of mixing, cell
fuel-air equivalence ratio ��� is computed at every instant accord-
ing to the amount of fuel and air present in a given cell. Based on
the computations, the evaporated fuel is divided into three parts:
rich, flammable and lean by the intervals, ��0.3, 0.3���1.2,
and ��1.2. Note that these values are arbitrary, but as long as
they are consistently employed for all cases, they would indicate
useful trends. Furthermore, it is important to recognize that the
reported mixing results do not account for the combustion pro-
cess. Consequently, they should be treated as indicative of the
effects of injection parameters on mixing rather than as exact
figures for the cases under investigation.

Effect of Injection Timing. The injection timing is one of the
most important control variables in controllable premixed charge
compression ignition �CPCCI� combustion mode. In order to ex-
amine the effect of injection timing on the premixed charge for-
mation, the present parametric study examines three different in-
jection timing scenarios, one being the baseline case �90 deg
BTDC� and the others being injecting earlier �110 deg BTDC� and
later �70 deg BTDC�. Figure 4 shows the results of the simulations
for injection profile 1. As shown in the figure, four parameters are
taken as indicating of evaporation, mixing, and stratification. One

Fig. 1 Schematic of experimental setup

Table 1 Specifications of the test engine

Engine type Steyr WD 615, DI diesel

Bore 126 mm
Stroke 130 mm
Connecting road length 219 mm
Combustion chamber BUMP; w/o BUMP
Piston bowl volume 85.3 cm3

Squish height 1 mm
Compression ratio 15
Swirl ratio 1.8

Table 2 Specifications of the fuel injector

Type FIRCRI common rail

Common rail pressure 80 MPa; 110 MPa
Number of injector holes 7
Nozzle hole diameter 0.23 mm
Length/diameter of the holes �l /d� 4.35
Injector’s cone angle 150 deg

Injection modes
Multipulse injection

Main injection
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is the evaporation fraction, which is defined as the ratio of total
evaporated mass to the total injected mass at the current time step.
The other is a mass fraction, which is the ratio of the fuel mass in
lean, flammable, or rich mixture part to the total evaporated mass,
respectively.

Under the selected operating conditions, the results indicate two
quite distinct features from the general knowledge of conventional
engine operation. First, in the conventional one, as the fuel is
injected, a rich fuel core zone is formed and continues to build up
throughout the injection process. At the same time, as the jet
plume penetrates into the cylinder and entrains air, its periphery is
progressively being leaned out giving birth to flammable regions.

However, it is not true in the early pulse injection case, as shown
in Fig. 4. In fact, it turns out that evaporation would be substan-
tially more efficient when properly retarded injection timing is
used. The flammable regime is formed around 70 deg BTDC for
the baseline and 60 deg BTDC for later injection case. For all
cases, the rich fuel core zone is not formed until 40 deg BTDC,
instead of at the beginning of injections. Second, one would ex-
pect that earlier injection results in longer evaporation time, as
well as less stratification of the mixture, which can lead in more
rapid combustion. However, inspection of Fig. 4 reveals the exact
opposite; the evaporation is poor for the earlier injection case. The
later injection scenario results in 36% lean mixture of total fuel
injected �the product of the evaporation fraction and the fuel mass
fraction of the lean mixture� by 20 deg BTDC and 54% lean
mixture by TDC, fractions which are slightly higher than 35% and
29% for the baseline, and substantially higher than 23% and 21%
for the earlier injection case.

In order to explore the reasons of the exact opposite trends,
simulation results of distributions of equivalence ratio and tem-
perature at 40, 20, and 0 deg BTDC are shown in Figs. 5 and 6,
respectively. For the baseline, in-cylinder pressure and tempera-
ture at the instant of injection are very low. It is hard to find
evaporated fuel mixture around the poor atomized jet. Most drop-
lets formed by the first two injections penetrate and impinge on
the cylinder liner quickly. Some droplets rebound from the wall
and undergo second breakup process, and therefore the evapora-
tion is improved. The rest of fuel droplets stick on the liner until
impact of the droplets injected by the consecutive injections. All
pulse jets undergo similar experiences, except evaporation for
later pulse jets is improved and less fuel droplets impinge on the
liner due to increased pressure and temperature. The fuel-air mix-
ture concentrates in the cylinder periphery with liquid fuel drop-
lets rather than distributes uniformly in the cylinder, because of
poor atomization, lower evaporation and over penetration of the
pulse jets. The low temperature in the cylinder periphery hinders
the evaporation of fuel droplets. Just before ignition �20 deg
BTDC�, as observed in Figs. 5 and 6, a large portion of the mix-
ture still distributes in the narrow space between the cylinder head
and the piston. The temperature there is lower �T=650–775 K�,
in comparison with around 800–825 K in the central part of the
cylinder. Obviously, the feature of concentration and temperature
distribution caused by relatively earlier injection timing restrains
the occurrence of autoignition of the mixture.

For the later injection timing case, the atomization and evapo-
ration are improved, because of the increased in-cylinder pressure
and temperature. After jet breakup, the spray angle increased rap-

Table 3 Engine experiments and operating conditions

Case
no.

IMEP
�kPa�

Intake
pressure

�kPa�

Intake
temperature

�K�

Multiple
injection
timing

�deg. BTDC�
Number of
injections

Percentage
of multiple
injections

Pulse width
�ms�

Dwell
between
pulses
�ms�

Main
injection
timing

�deg. BTDC�

Common rail
pressure
�MPa�

Combustion
chamber

Pin Tin �p N �t1 �t2 �m Pcr

A1 320 120 303 70 4 100% 0.14 1 80 BUMP-V
A2 320 120 303 90 4 100% 0.14 1 80 BUMP-V
B3 670 120 303 60 3 40.5% 0.14 1 −3 80 BUMP-V
B4 670 120 303 70 3 40.5% 0.14 1 −3 80 BUMP-V
B5 670 120 303 90 3 40.5% 0.14 1 −3 80 BUMP-V
B6 670 120 303 110 3 40.5% 0.14 1 −3 80 BUMP-V
C7 930 130 303 110 4 53% 0.19 1.5 −3 80 BUMP-V
C8 930 130 303 110 4 53% 0.19 1.5 −8 80 BUMP-V
C9 930 130 303 110 4 47% 0.19 1.5 −10 80 BUMP-V

D10 930 130 303 110 4 53% 0.19 1.5 −8 80 BUMP-V
D11 930 190 303 220 6 55% 0.14 1.15 −8 80 BUMP-V
D12 930 150 303 0% −8 110 BUMP-V
D13 930 150 303 0% 8 110 BUMP-V
D14 930 150 303 0% −8 110 w/o BUMP
D15 930 150 303 0% 8 110 w/o BUMP

Fig. 2 Computational grid at TDC used for engine calculations

Fig. 3 Multiple injection profiles
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idly and only a few of fuel droplets impinge on the liner. The
following jets penetrate through the mixture parcel formed by the
former pulse injections and medium scale turbulence motions are
induced in the parcel. Therefore, the diffusion of the mixture par-
cel is dramatically enhanced. The resulting lean mixture distrib-
utes mainly in the piston bowl with concentration at �
=0.06–0.21 and temperature at T=775–825 K at 20 deg BTDC.
An earlier autoignition and a fast combustion rate can be reason-
ably concluded for the later injection case. These findings are also
supported by Fig. 13 and agreed very well with previous experi-
mental investigations �15,18,19�.

Effect of Pulse Dwell Time. This parametric study examines the
effect of the pulse dwell time on the mixture stratification and fuel
mixing. The dwell time is reduced from 8.4 deg CA for injection
profile 1 to 5 deg CA for injection profile 2. Again, three referred
injection timings are examined. Results of these simulations are
shown in Figs. 7–9.

These computations clearly indicate that the pulse dwell time
have a trifle impact on the fuel evaporation for all cases, but
differently effect the mixture formation and mixture stratification
for different injection timing cases. For the earlier injection tim-
ing, i.e., 110 deg BTDC, the fuel droplets penetrate to the cylinder
periphery with scarcely evaporation. Therefore, the expected mix-
ing enhancement disturbed by following injections is lacked.
When retarding the multi-injection timing, higher in-cylinder
pressure and temperature lead to better evaporation, and hence the
disturbance by each other becomes more important. As shown in
Figs. 4 and 7–9, when the short pulse dwell time is used, the lean
fraction increases, from 35% to 36% by 20 deg BTDC for base-
line case, and from 36% to 43% for later injection case. In par-
ticular, the flammable and lean portions of the mixture reach a
combined 73% of the mixture at TDC, leaving the rich part with
only 7% and 20% fuel droplets for later injection case. This
clearly indicates that short pulse dwell time has a strong effect on
mixing processes and the fuel stratification, especially for the later
injection cases.

Fig. 4 Effect of fuel injection timing on fuel-air mixture forma-
tion: Injection profile 1. „a… Earlier injection, „b… baseline, „c…
later injection.

Fig. 5 Equivalence ratio distributions at 40, 20, and 0 deg
BTDC. Perspective view. „a… Baseline, „b… later injection.

Fig. 6 Temperature distributions at 40, 20, and 0 deg BTDC.
Perspective view. „a… Baseline, „b… later injection.
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Effect of the Pulse Width. The pulse width is also an important
parameter that can be used to control mixing rate. In this part, the
injection profile 2 and injection profile 3 are examined, i.e., the
pulse width is reduced from 5.38 deg CA to 4.39 deg CA, while

the pulse dwell time is kept fixed at 5 deg CA. Figures 10–12
show a dramatic difference in mixing when shorter pulse width is
used, as expected.

Inspection of Figs. 7–12 reveals the effects of shorter pulse
width on the lean mixture fraction for different injection timing

Fig. 7 Effect of pulse dwell time on fuel-air mixture formation,
earlier injection, injection profile 2

Fig. 8 Effect of pulse dwell time on fuel-air mixture formation,
baseline, injection profile 2

Fig. 9 Effect of pulse dwell time on fuel-air mixture formation,
later injection, injection profile 2

Fig. 10 Effect of pulse dwell time on fuel-air mixture forma-
tion, earlier injection, injection profile 3

Fig. 11 Effect of pulse dwell time on fuel-air mixture forma-
tion, baseline, injection profile 3

Fig. 12 Effect of pulse dwell time on fuel-air mixture forma-
tion, later injection, injection profile 3
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cases. As the pulse width decreases the evaporation rate increases
and then increases the lean mixture fraction from 23% to 31% at
20 deg BTDC for the earlier injection case. It is concluded that
short pulse width will benefit to fuel evaporation and mixing of
earlier injection case.

In summary, for the present design and operating conditions,
the multiple injection timing is of paramount interests since it
determines in-cylinder conditions of pressure and temperature.
For earlier injection case, the pulse width shows a strong impact
on evaporation and mixing rate. Hence, the short pulse width
should be employed. The dwell time is an important factor and
short dwell time will result in less stratification of the fuel for later
injection case. Naturally, it is important to match and optimize the
above three injection parameters, and then the direct-injection en-
gine can operate in a well-premixed mode.

Effects of Rate of Heat Release on Emissions and Thermal
Efficiency

Shape Analysis of the Heat Release Rate and its Effects on
Emissions. The next portion of this work attempts to character the
heat release mode, emissions and thermal efficiency of the
MULINBUMP compound HCCI combustion from engine experi-
ment results. As shown in Fig. 13, the engine operates in pure
HCCI combustion modes for cases A1 and A2 of Table 2. The
shape of the heat release rate is featured as a single peak curve.
The rate of heat release is delayed and blunt for the earlier start
timing of pulse injections �90 deg BTDC� and, on the contrary,
advanced and concentrated for the later injection timing �70 deg
BTDC�. In correspondence with the feature of the rate of heat
release, a very low NOx emissions of only 0.3 g/kW hr is ob-
tained at the case A2, while a higher NOx emissions of
2.9 g/kW hr is observed at case A1, as shown in Fig. 14.

The compound combustion modes are obtained by cases B3–
B6. About one-half of the fuel is injected by multipulse injection
and a rather homogeneous fuel-air mixture is formed before igni-
tion. Another half of the fuel is injected by the main injection at
−3 deg BTDC, and then burns in a lean diffusion mode by means
of the BUMP combustion chamber. Therefore, the combustion is
divided into the HCCI combustion and the lean diffusion combus-
tion. The curve of rate of heat release is correspondingly divided
into two parts, as seen in Fig. 15. For a typical condition of a
compound combustion, the two part of rate of heat release are
quite equivalent, which is defined as a dispersed �DS� mode of
rate of heat release. Whereas for the pure HCCI combustion or
conventional diesel combustion, the curve of rate of heat release is
usually with one rather concentrated peak. Therefore, it is called
as a concentrated mode of rate of heat release. It is found repeat-
edly from the engine experiments that the cases with a DS mode

of rate of heat release get lower emissions of NOx and smoke,
shown in Fig. 16, as an example. The identical character can be
also observed in Figs. 17 and 18 even though the engine operates
at higher loads.

Fig. 13 ROHR at low load PCCI operation conditions by
means of multiple injections „IMEP=0.32 MPa… Fig. 14 NOx and smoke emissions at low load HCCI operation

conditions by means of multiple injections „IMEP=0.32 MPa…

Fig. 15 Heat release results of cases B3–B6 „IMEP
=0.67 MPa…

Fig. 16 NOx and smoke emission results of cases B3–B6
„IMEP=0.67 MPa…
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Efficiencies Discussions. Even though MULINBUMP-HCCI
combustion has the advantage in simultaneous reduction of NOx
and smoke emissions, the significant increase in uHC and CO
emissions will decrease the combustion efficiency in comparison
with conventional diesel combustion. Therefore, it is concerned
whether the thermal efficiency of the MULINBUMP diesel-HCCI
combustion is high and it can be potential in industrial applica-
tion. In this part, an analysis of combustion efficiency, heat loss
and thermal efficiency is conducted based on engine experiments.

The combustion efficiency ��c� is defined as

�c = 1 −
Quf

Qf
, �1�

where Qf is the heat value of the cycle fuel and Quf is the heat
value lost due to uncompleted combustion of the cycle fuel, which
equals the sum of the reaction heat of uHC and CO produced in an
engine cycle. The specific reaction heat of uHC can be calculated
by the low heat value of diesel fuel. The lost heat due to produc-
tion of CO is calculated by calculation of the reaction heat defer-
ence between CO2 and CO. The quantity of uHC and CO is mea-
sured by exhaust gas analyzer. The heat loss ��HL� is defined as

�HL =
Qw

Qf
, �2�

where Qw is the heat loss brought out by cooling water, which can
be calculated by Sitkei formulas �31�. The indicated thermal effi-
ciency ��t� is defined as

�t =
Wt

Qf
, �3�

where Wt is the piston work during all valve are closed, which is
calculated through measured in-cylinder pressure data.

A combustion process in engines with higher combustion effi-
ciency will release much heat of the fuel and the in-cylinder tem-
perature will be higher. According to the analysis of an air stan-
dard cycle �32�, an increase in temperature of the hot source will
raise the thermal efficiency. However, it is also so important to
locate the in-cylinder high temperature phase near the engine
TDC, so that in-cylinder high-temperature charge will expand
thoroughly before opening of the exhaust valve, resulting in
higher thermal efficiency. Cases of group D in Table 2 are con-
ducted at load of IMEP=0.93 MPa with variation of control pa-
rameters, including injection parameters, injection pressure, intake
pressure, and so on. The cases of only single injection �cases
D12–15� and the cases of a combustion chamber without the
BUMP ring are also included. The performances of all these cases
are optimized for the best thermal efficiency and emissions,
respectively.

As shown in Fig. 19, the mode of rate of heat release may be
classified as three modes. Case D10 is of a typical DS mode with
two equivalent peaks of heat release rate. The first part of heat
release rate represents the heat release of CPCCI combustion by
the multipulse injection and the second part of heat release rate
represents the heat release of the lean diffusion combustion by the
main injection. Cases D13 and D15 are of a concentrated mode
with a single peak of rate of heat release. Because the peak phases
in cases D13 and D15 locate before the TDC, it is named as a FC
mode, which is formed by earlier single injection timing �8 deg
BTDC�. Cases D12 and D14 are of PC modes with a single peak
locating after the TDC. It is caused either by a retarded single fuel
injection as cases D12 and D14 �−8 deg BTDC� or by a com-
pound combustion with an over advanced multipulse injection and
a retarded main injection as case D11. For over advanced multi-
pulse injection, the pre-mixed mixture is too lean and cool to
produce fast combustion. Therefore, most of the pre-mixed mix-
ture formed by over advanced multipulse injection burns together

Fig. 17 Heat release results of cases C7–C9 „IMEP
=0.93 MPa…

Fig. 18 NOx and smoke emission results of cases C7–C9
„IMEP=0.93 MPa…

Fig. 19 Heat release results of cases D10–D15 „IMEP
=0.93 MPa…
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with the fuel injected by main injection.
As shown in Figs. 19–22, it is clear that the cycle in FC heat

release mode gets the highest thermal efficiency, comparing to PC
and DS modes, because of the highest in-cylinder temperature, the
earliest phase of high-temperature and high combustion efficiency,
although the heat loss is also rather high. The main problem for
FC mode is high NOx emissions. As a solution of NOx reduction
in DI diesel engines, a widely used technique is retarding the fuel
injection timing, and burning the fuel in PC mode. Cases D12 and

D14 with PC heat release mode reduce the NOx emissions effec-
tively, but get the lower thermal efficiency, because of a retarded
phase of high temperature. Case D10 is a typical MULINBUMP
combustion with DS heat release mode. The emissions of NOx
and smoke are significantly reduced at the same time. The
MULINBUMP combustion with a DS heat release mode reveals
higher heat loss because of a relatively longer duration of heat
release and lower combustion efficiency due to higher emissions
of uHC and CO, which worsen the thermal efficiency of the
MULINBUMP combustion. However, as shown in Fig. 20, it is
approximately as high as that in FC mode. Therefore, it is still a
promising combustion mode from the comprehensive consider-
ation of efficiency and emissions. A serious challenge to further
development of the MULINBUMP compound combustion is to
improve combustion efficiency and heat loss, while expanding the
load range of CPCCI combustion.

Summary
The MULINBUMP-HCCI compound combustion technology is

developed by combination of controlled premixed charge com-
pression ignition �CPCCI� and lean diffusion combustion �LDC�.
The results of engine experiments and CFD studies show that
premixed mixture preparation may be well controlled by setting
parameters of multipulse injection according to certain engine op-
eration conditions. The MULINBUMP working cycle with dis-
persed heat release mode reveals that its thermal efficiency is
approximately as high as a conventional diesel cycle with an ad-
vanced injection timing of 8 deg BTDC, while emissions of NOx
and smoke are reduced simultaneously. NOx emissions are only
0.3 g/kW hr at lower loads and less than 3.25 g/kW hr at higher
loads. Smoke emission is never more than 0.5 BSU. The combus-
tion characteristics of the MULINBUMP-HCCI compound com-
bustion technology can be summarized as follows:

1. Through control of the multipulse injection parameters, the
distributions of concentration and temperature of the pre-
injected fuel can be flexibly controlled. The multiple injec-
tion timing is of paramount interests since it determines in-
cylinder conditions of pressure and temperature, and
consequently represents the relative effectiveness of fuel
stratification for controlling CPCCI combustion phasing. For
earlier injection case, the pulse width shows a strong impact
on evaporation and mixing rate. Hence, the short pulse width
should be employed. The dwell time is an important factor
and short dwell time will result in more uniform stratifica-
tion of the fuel for later injection case. Matching and opti-
mizing of those injection parameters are necessary at a cer-
tain operation condition in order to reach the objective of
higher efficiency and lower emissions.

2. By comparison of heat release mode of different diesel com-
bustion, the heat release mode can be summarized as the
forward concentrated �FC� mode, the post concentrated �PC�
mode and the dispersed �DS� mode. The FC mode gives the
highest thermal efficiency but with highest NOx emissions.
The PC mode may gets lower NOx emissions, but with the
drawback of lower thermal efficiency and higher smoke
number. The DS mode is a flexible mode in combustion
control. The thermal efficiency in DS mode can reach ap-
proximately to as high as that in FC mode, while the NOx
and smoke emissions can be reduced simultaneously and
remarkably.

Acknowledgment
The research is supported by the National Natural Science

Foundation of China through its key project funding and Overseas
Outstanding Scholarship Award to H. Zhao, and by the Ministry
of Science and Technology through its 973 National Key Project
on HCCI Combustion Engines and Fuels.

Fig. 20 Combustion efficiency, heat loss and thermal effi-
ciency of cases D10–D15 „IMEP=0.93 MPa…

Fig. 21 uHC and CO emission results of cases D10–D15
„IMEP=0.93 MPa…

Fig. 22 NOx and smoke emission results of cases D10–D15
„IMEP=0.93 MPa…
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Effect of Developing Turbulence
and Markstein Number
on the Propagation of Flames
in Methane-Air Premixture
In spark ignition engines, initial flame kernel is wrinkled by a progressively increasing
bandwidth of turbulence length scales until eventually the size of the flame kernel is
sufficient for it to experience the entire turbulence spectrum. In the present study, an
effective rms turbulence velocity as a function of time, estimated by integrating the
nondimensional power spectrum density (psd) function for isotropic turbulence, is uti-
lized to analyze the statistical distribution of flame front curvatures and turbulent burning
velocities of flames propagating in methane-air premixtures. The distributions of flame
front curvatures show these to become more dispersed as the effective turbulence velocity
increases, and result in increased burning of premixtures. A decrease in the Markstein
number also results in a further increase in curvature dispersion and enhanced burning,
in line with the flame stability analysis. �DOI: 10.1115/1.2056537�

Introduction
In a turbulent premixture inside the engine cylinder, spark ini-

tiates reaction and a propagating flame front capable of overcom-
ing the high geometric stretch. As the flame kernel grows and the
influence of the geometric stretch is superseded by stretch due to
aerodynamic strain, the flame is, at first, wrinkled by only the
smallest scales of turbulence �1,2�. When the flame ball is small
relative to the average eddy size, the high frequency smaller ed-
dies are most effective in shearing and wrinkling the flame front,
and the eddies larger than the flame kernel mostly propel the flame
around �3�. The size of the eddy interacting with the initial flame
kernel plays an important role in the early flame development.
Although most of the mass in the combustion chamber burns in
the later stage of the combustion, a large portion of the total com-
bustion time is occupied by the early flame growth �4�. It is now
widely accepted that the early flame development is an important
factor affecting the cycle-to-cycle variations in the engine �5,6�.

As the flame kernel continues to grow it becomes progressively
wrinkled by the larger length scales with an associated increase in
the turbulent burning velocity as a result of the contribution of an
increasingly larger portion of the turbulence spectrum �1�. During
this period, turbulent velocity effective in wrinkling the flame is
uk� �uk��u��, where u� is the rms turbulent velocity. After suffi-
cient time, eventually the size of the kernel is sufficient for it to
experience the entire turbulence spectrum. The effect of turbu-
lence �embodied in uk�� on flame wrinkling is then fully developed
and is equal to u� �2�. However, a reverse effect, “de-developing
turbulence,” might occur as the flame approaches the wall such
that progressively smaller scales of turbulence are available to
affect the flame �7�.

It is now widely recognized that turbulent flames in spark-
ignited engines can be treated as an array of laminar flamelets
with no turbulence structure residing within them, and the flame
front is considered as an interface separating cold reactants and
the burned combustion products �8�. Flamelet combustion corre-
sponds to chemical reaction occurring at fast time scales and short

length scales relative to turbulence. In this situation, the flame is
confined to a relatively thin layer and the dominant effect of the
turbulence is to wrinkle the flame front and to increase the flame
surface area and to strain the local flame �9�. Consequently, the
effect of strain has been used to correlate the turbulent burning
velocity �2�. However, flame front curvature strongly influences
the distribution of fast diffusing radicals such as H, the concen-
tration of which increases in regions of negative curvature be-
cause of flame focusing �10�. This results in a further increase in
local displacement speed of the flame and plays a significant role
in turbulent flame propagation. Therefore, recent analyses of tur-
bulent flame in the flamelet regimes have involved the various
spatial statistical properties of the flame surface �11�. Hence, the
flame surface area and curvature statistics provide a complete geo-
metrical description of the turbulent flame propagation in laminar
flamelet regime �12�. In this regime, a turbulent flame then can be
treated as an ensemble of laminar flamelets whose burning veloci-
ties are determined by the local flame stretch. Integration of the
local burning rate over the flame surface gives the total burning
rates of the turbulent flame �13�.

Using two-dimensional Laser sheet imaging techniques, it is
possible to visualize the turbulent flame front, derive the statistics
of curvatures of flame fronts, and profile the distribution of burned
and unburned gases at all stages of the flame propagation. The
statistics thus obtained are required to model three-dimensional
flame propagation and its interaction with the turbulent flow field.
The present paper reports the effects of developing turbulence on
the propagation of flames in the methane-air premixture at 300 K
using images obtained with planar Mie scattering �PMS� tech-
nique. The sequences of two-dimensional images are analyzed to
derive the statistics of flame front curvatures and turbulent burn-
ing velocities for rms turbulence intensities of 0.6 and 1.2 m/s, at
two initial pressures of 0.1 and 0.5 MPa. Experimental conditions
of the present study, corresponding mixture properties and turbu-
lence parameters are summarized in Table 1.

Experimental and Analytical Techniques
Methane-air premixtures were ignited in a fan-stirred combus-

tion vessel shown in Fig. 1. It is a 380 mm diameter spherical
stainless steel vessel capable of withstanding the temperatures and
pressures generated from explosions at initial pressures of up to
1.5 MPa and initial temperatures of up to 600 K. It has extensive
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optical access through three pairs of orthogonal windows of
150 mm diameter and 100 mm thickness, made with Schlieren
quality glass. Turbulence was generated using four identical,
eight-bladed, independently controlled fans, and these fans were
symmetrically disposed in a regular tetrahedron configuration.
The turbulence velocity field in the optically accessed central re-
gion was calibrated for different fan speeds using laser Doppler
velocimetry �LDV� and found to be nearly isotropic with no sig-

nificant mean flow �further details can be found in Ref. �15��. The
rms turbulent velocity, u�, was found to vary linearly with fan
speed and the turbulence integral length scale of 20 mm was es-
timated from the spatial correlation.

The arrangement used for flame visualization using the planar
Mie scattering �PMS� technique used in the present study is
shown in Fig. 2. A copper vapor laser, model CU15-A, made by
Oxford Lasers, operating simultaneously at wavelengths of
510.6 nm �green� and 578.2 nm �dark yellow�, was used as a light
source. The pulse rate was 4.5 kHz, the pulse duration was 15 ns,
and the pulse energy was approximately 6 mJ. The light sheet was
obtained using a 500 mm spherical bi-convex lens which focused
the laser beam, followed by a 1000 mm plano-convex lens to
expand it in one plane to form a sheet with an estimated thickness
of 0.5 mm. The laser sheet was passed along a vertical plane just
in front of the spark plug located in the center of the vessel and
was Mie scattered from tobacco smoke particles. The particles
evaporated, sublimed, or burned as they crossed the flame front
and consequently did not scatter lights, and so provided a planar
section of the complex three-dimensional flame front geometry.
The scattered lights were imaged perpendicular to the incident
light sheet and the images were recorded and stored using a
Kodak Ektapro HS Motion Analyzer �Model 4540� at a rate of
4500 images per second. The light sensitivity of the camera was
ISO 3000 at the high gain setting. It had a 256�256 pixel sensor,
with an 8 bit level response. A 510.6 nm interference filter was
attached to the camera lens to prevent flame-generated light from
obscuring the images.

The electronic triggering features of the motion analyzer made
it possible to store images prior to, after, and at both sides of the

Table 1 Initial conditions and mixture properties of methane-air premixtures at 300 K

Initial conditions Turbulence parameters Mixture properties, from Ref. �14�

P
�MPa� �

u�
�m/s�

�
�mm�

�
�mm�

�u

�Kg/m3�
�b

�Kg/m3�
ul

�m/s� Mab

0.1 0.8 0.6 0.142 2.93 1.12 0.167 0.265 11.8
0.1 1.0 0.6 0.142 2.93 1.11 0.148 0.36 21.7
0.1 1.0 1.2 0.085 2.07 1.11 0.148 0.36 21.7
0.5 1.0 0.6 0.043 1.31 5.55 0.732 0.195 −19.3
0.5 1.0 1.2 0.025 0.93 5.55 0.732 0.195 −19.3

Fig. 1 The fan-stirred combustion vessel

Fig. 2 Experimental setup for PMS visualization of turbulent flames
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trigger pulse. In the present study, “center recording mode” was
used in which images were recorded until the trigger signal was
received and then 1536 additional frames were recorded after the
trigger. Prior to triggering the spark, the copper-vapor laser was
synchronized to the camera-framing rate at 4.5 kHz. Upon receiv-
ing the spark signal through a control switch, the motion analyzer
stored digital images in dynamic random access memory �DRAM�
and these were available for immediate playback or for subse-
quent image processing. After a sequence of image processing
steps, a clear cross-sectional view of the flame, identified as the
frontier between the bright, unburned, and the dark, burned re-
gions in the illuminated zone, were obtained. A front tracking
algorithm was used to obtain the front coordinates from the im-
ages with a spatial resolution of 0.32 mm/pixel. Flame front co-
ordinates were analyzed to measure turbulent burning parameters.
All other aspects of equipment and the experimental techniques
are reported in Ref. �15�.

Shown in Fig. 3 are the images obtained from a flame propa-
gating in stoichiometric methane-air mixture at an initial pressure
of 0.1 MPa and initial temperature of 300 K. The flame front
wrinkling caused by turbulence and the persistence of history are
clearly visible. Shown in Fig. 4 are flame images obtained for
different initial conditions where the effects of effective turbu-
lence and Markstein number are evident. Hence, a propagating
flame front is subjected to effects due to aerodynamic strain and
curvature which together constitute flame stretch and change the
flame surface area. For a laminar flame propagation, a burned gas
Markstein length, Lb, is defined to account for the sensitivity of
the laminar flame speed, Sn, to stretch, �, such that �14�

Sn = Ss − Lb� �1�

where Ss is the unstretched laminar flame speed and is obtained as
the intercept value of Sn at �=0 in the plot of Sn against � �14�.

Markstein length is normalized by laminar flame thickness, �l, to
produce Markstein number, Mab. The influence of kinetics, ther-
modynamics, thermodiffusion, and activation energy on the flame
propagation are embodied in the Markstein number �15� and the

Fig. 3 Flame images for the propagation in methane-air premixture with an isotropic rms
turbulent velocity of 0.6 m/s. Time interval between the images is 0.67 ms and real size of the
full frame image is 128 mm.

Fig. 4 Flame images at different initial conditions
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Markstein number is now being widely used to analyze turbulent
flame propagation �16� and the susceptibility to flame instability
�17�. A high value of Markstein number is reported to stabilize
and counter the perturbation in the flame fronts and lower values
are also related to the early onset of instability at small flame
radius in flame propagation �17�.

Estimation of Flame Front Curvature. Analytically the flame
front curvature, H, can be calculated using flame front coordinates
�x ,y�, from �12,18�

H =
d2y/dx2

�1 + �dy/dx�2�3/2 �2�

However, the use of an independent variable, s, has been reported
to provide improvement over this procedure �12�, because the
flame curvature then may be analyzed regardless of the slope and
complexities of the flame surface. Here s is the distance along the
flame front from a fixed origin located on the flame front. The
curvature, H, can then be obtained from �12,18�

H = ��d2x

ds2�2

+ �d2y

ds2�2�1/2

�3�

Here the flame curvature is defined being positive if the flame
element is convex to the reactant gases. The flame coordinates
obtained from digital images required some smoothing of the
flame front edge. In the present study, the Savitzky-Golay algo-
rithm �19� is used for data smoothing and numerical differentia-
tion.

Estimation of Turbulent Burning Velocity. For a spherical
flame propagation, a mass rate of burning can be expressed in the
form

dm

dt
= − 4	Ri

2�uut �4�

where Ri is a mean general radius associated with the turbulent
burning velocity, ut, �u is the unburned gas density, and m is the
mass of the gas changing from unburned to burned. However,
problems arise in defining burned and unburned, and also in se-
lecting the most appropriate value of Ri. In the present study, a
thin planar sheet cutting the mean spherical flame kernel is con-
sidered. This is shown in Fig. 5 and the general radius, Ri, lies
between a root radius, Rr, and a tip radius, Rt. The circumference
of radius Rr embraces the burned gas entirely, while the circum-
ference of radius Rt has nothing but unburned gas outside it. It is
also necessary to define the masses of unburned and burned gases
associated with the different zones. Let mui be the mass of un-
burned gas within the general perimeter of radius Ri, muo be the
mass of unburned gas outside perimeter Ri but within that of Rt,
mbi be the mass of burned gas inside the perimeter of Ri, mbo be
the mass of burned gas outside the perimeter of Ri but within Rt,
and mu be the mass remaining outside Rt. The definitions of the
masses are also shown in Fig. 5.

In the flame images, the proportions of circumference occupied
by unburned and burned gases were measured around the circum-
ference for all the full range of radii at different instants during the
flame propagation. From these flame images, values of the aver-
age volume fractions occupied by unburned gas at the different
spherical radii r, 
�r�, were estimated and the assumption of isot-
ropy enables these values to be expressed solely as a function of r.
Hence, the mass of unburned gas within any general radius Ri,
mui, is given by

mui�Ri� = 4	�u	
o

Ri


�r�r2dr �5�

The mass of unburned gas outside this general radius Ri, muo, is

muo�Ri� = 4	�u	
Ri

Rt


�r�r2dr �6�

Similarly, the mass of burned gas within any general radius
Ri ,mbi, is

mbi�Ri� = 4	�b	
o

Ri

�1 − 
�r��r2dr �7�

The mass of burned gas outside the general radius Ri ,mbo, is

mbo�Ri� = 4	�b	
Ri

Rt

�1 − 
�r��r2dr �8�

Mass conservation implies that

dmui

dt
+

dmuo

dt
+

dmbi

dt
+

dmbo

dt
+

dmu

dt
= 0 �9�

In the present study, the value of Ri is defined such that the
volume of unburned gas inside the circumference of radius, Rv, is
equal to that is burned gas outside that circumference. Hence, the
value of Rv is estimated by equating mui�Ri� /�u from Eq. �5� and
mbo�Ri� /�b from Eq. �8�, computing its value by Bisection method
�15�.

A turbulent burning velocity, ut, is defined at Rv such that it
measures the mass rate of production of burned gas, which is
related to the pressure development in engine cylinders, and is
given by

d

dt
�mbi + mbo� = 4	Rv

2�uut �10�

Estimation of Effective rms Turbulent Velocity. At any in-
stant, the effective rms turbulence velocity, uk�, was estimated by
the integral of the dimensional power spectral density function,

Fig. 5 Definition of reference radii and associated masses for
a flame image
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from the highest frequency to a threshold frequency given by the
reciprocal of the elapsed time from ignition �2�. Scott �20� im-
proved the nondimensional power spectrum by replacing dimen-
sional frequency with a dimensionless wave number, k�, defined
as

k� = k� �11�

where k is the wave number and � is the Kolmogorov length
scale. The wave number provides the link to the time scale. At the
elapsed time, tk, measured from ignition, the corresponding value
of k is given by

k =
2	

u�tk
�12�

and Kolmogorov length scale, �, is defined as

� = ��3/��1/4 �13�

where � is the specific rate of dissipation of turbulent kinetic
energy and � is the kinematic viscosity. Kolmogorov length scale
is related to the Taylor macro-scale, �, as

�

�
= 15−1/4 Re�

−1/2 �14�

where Re� is the Reynolds number based on Taylor scale and is
related to integral length scale, L, as

�

L
=

A

Re�

�15�

where A is a numeric constant. Scott �20� suggested the value of
A=16±1.5, and it gives a good fit to the measurements, over a
wide range of the data �21�.

The nondimensional turbulence power spectrum, S̄�k̄��, mea-
sured over a wide range of physical situations, reveals that the
spectra at the higher wave numbers collapse to a universal form of
k−5/3 and, as the Reynolds number decreases, the spectra show
shorter ranges of the universal behavior �21�. Scott �20� produced

the following correlation for S̄�k̄�� as a function of k� and Re�:

S̄�k̄��

=
0.01668 Re�

2.5 + 3.74 Re�
0.9 − 70 Re�

−0.1

1 + �0.127 Re�
1.5k̄��5/3 + �1.15 Re�

0.622k̄��4 + �1.27 Re�
0.357k̄��7

�16�
The good agreement between Eq. �16� and the data of other

research is seen in Fig. 6, where the symbols are the measured
values reported in Ref. �21� and the lines correspond to the values
obtained from the correlation.

At an elapsed time of tk, the rms turbulent velocity effective in
wrinkling the flame front, uk�, is given by

uk�

u�
= �150.5

Re�
	

k̄�



S̄�k̄��dk̄��1/2

�17�

Values of uk� /u� were obtained at different values of k� by numeri-
cal integration of Eq. �17� using Eq. �16�. Shown in Fig. 7 are

such variations of uk� /u� plotted against k̄�
−1 for a range of values

of Re�. Hence, the values of uk� /u� for different tk are computed
and are plotted in Fig. 8 for the experimental conditions of the
present study. It is evident in Fig. 8 that the flames are not fully
developed turbulence even after 15 ms elapsed time from ignition
and it emphasizes the role of developing turbulence effects in the
modeling of turbulent flame propagation in engines.

Experimental Results and Discussions
Shown in Fig. 9 are the probability density functions �pdfs� of

curvatures of a stoichiometric methane-air flame fronts at three

Fig. 6 Generalized psd function showing the spectrum of tur-
bulent energy

Fig. 7 Development of effective rms turbulent velocity

Fig. 8 Temporal development of the effective rms turbulent
velocity
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different elapsed times. The pdfs are symmetric with respect to a
very small negative mean value. The widths �variances� are in-
creased with time, commensurate with increased flame wrinkling.

From such flame curvature pdfs, reported in Fig. 9, it is possible
to compute the positive, negative, and overall mean flame curva-
tures H+, H−, and Ho, respectively. Shown in Fig. 10�a� are the
values H+, Ho, and H− plotted against elapsed time for three dif-
ferent explosions at u�=0.6 m/s. The positive and negative values
of curvature clearly increase with time, while the mean remains
close to zero. Shown in Fig. 10�b� are the values of variance of
curvature, obtained from these flame propagation.

The influence of the effective rms turbulent velocity, uk�, and
Markstein number, Mab, on turbulent flame propagation are
clearly revealed in Fig. 11, which shows an increasing variance of
H as uk� is increased. At a given value of uk� and similar Markstein
numbers, the magnitude of variance of H are similar, however
lower values of Markstein numbers are associated with the higher
variance of the curvature pdfs. This observation is in line with the

flame stability analysis which reports that flames with lower value
of Markstein numbers to show greater propensity to cellular flame
to occur at smaller flame radii �15,17�.

Shown in Fig. 12 are the values of normalized turbulent burn-
ing velocities defined at Rv , ut /ul plotted as a function of normal-
ized effective rms turbulent velocity, uk� /ul for different initial
conditions. Hence, laminar burning velocity, ul, is an intrinsic
property of combustible fuel-air premixture and is defined as “the
velocity, relative to and normal to the flame front, with which the
unburned gas moves into the front and is transformed into prod-
ucts under laminar flow conditions” �22�. All these dimensionless
data, shown in Fig. 12, suggest that, for same values of uk� /ul,
values of ut /ul are increased with a decrease in Markstein number,
and for the same values of Markstein numbers the values of
ut�Rv� /ul are found to increase with an increase in the values of
uk� /ul. These all signify the importance of both the effective rms
velocity and Markstein number in the turbulent burning of
methane-air premixtures.

Measured values of turbulent burning velocities and turbulent
flame speeds can be related analytically when both of these values
are defined at a reference radius, Rv. Hence, mass of the burned
gas at any time can be written as �4	 /3�Rv

3�b. Hence the left-hand
side of Eq. �10� can be written as

Fig. 9 Curvature pdfs for a developing methane-air flame front
at three different elapsed times

Fig. 10 „a… Positive, negative, and mean flame curvatures. „b…
Variance of pdf of curvatures, plotted as a function of elapsed
time from ignition.

Fig. 11 Variance of curvature pdfs of methane-air flame fronts
at different initial conditions of equivalence ratio, pressure, and
rms turbulent velocity

Fig. 12 Variation of ut„Rv… /ul with uk� /ul for methane-air pre-
mixtures at different initial conditions
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d

dt
�mbi + mbo� =

d

dt
�4	

3
Rv

3�b� = 4	Rv
2�b

dRv

dt
�18�

Equating Eqs. �10� and �18�, turbulent flame speed, dRv /dt, can be
related to turbulent burning velocity, ut�Rv�, by

dRv

dt
=

�u

�b
ut �19�

Equation �19� also has been verified using experimental data and
an example is shown in Fig. 13, where the values of dRv /dt are
plotted as a function of ut�Rv��u /�b, using data obtained from four
different experiments of stoichiometric methane-air premixtures at
u�=0.6 m/s. The experimental results satisfy the relationship
quite closely; the observed scatter probably arises from the nu-
merical methods employed to estimate these values.

Conclusions
The paper reports the effects of developing turbulence and

Markstein number on the propagating flame kernel in isotropic
methane-air premixture. Two-dimensional PMS images are ana-
lyzed to derive the statistics of flame front curvatures and turbu-
lent burning velocities. The major conclusions of the study are

• Flame front curvature distributions become more dispersed
with increase in elapsed time from ignition.

• Consideration of developing turbulence is important in de-
termining the pdf of curvatures for flame propagation in
turbulent premixture.

• For same effective rms turbulent velocity, flame front wrin-
klings are reasonably similar as long as the corresponding
Markstein numbers are similar.

• A decrease in Markstein number increases the flame front
curvature dispersion, in line with the flame front stability
studies. A flame with a negative Markstein number is more
wrinkled than a flame with a positive Markstein number.

• Turbulent burning velocities increase with increase in effec-
tive rms turbulent velocity and with decrease in Markstein
number.

Acknowledgment
The author acknowledges the friendship and co-operations of

the members of the Combustion Group of the School of Mechani-
cal Engineering, The University of Leeds, Leeds, UK.

Nomenclature
H � mean flame curvature
k� � dimensionless wave number
Lb � burned gas Markstein length

Mab � burned gas Markstein number, Mab=Lb /�l
mbi � mass of burned gas within any sphere of gen-

eral radius, Ri
mbo � mass of burned gas outside any sphere of gen-

eral radius, Ri
mu � mass of unburned gas outside radius, Rt
mui � mass of unburned gas within any sphere of

general radius, Ri
muo � mass of unburned gas outside any sphere of

general radius, Ri
P � pressure
Ri � any general radius between Rr and Rt
Rr � root radius, within which all gas is burned
Rt � tip radius, beyond which all the gas is

unburned
u� � rms turbulent velocity
ul � unstretched laminar burning velocity
uk� � effective rms turbulent velocity acting on the

flame
� � flame stretch
�l � laminar flame thickness
� � Kolmogorov length scale of turbulence
� � Taylor length scale of turbulence

�u � unburned gas mixture density
�b � burned gas mixture density
� � equivalence ratio
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Saudi Aramco has focused more attention in recent years on fuel-
gas conditioning for land-based industrial and aeroderivative
combustion gas turbines (CGTs). Hydrocarbon dew points and
entrained solids are two important fuel quality issues that fre-
quently trouble CGT operators, partly because they cannot be
guaranteed by the fuel suppliers and they are rarely monitored by
the operators. This paper addresses these issues and offers some
practical advice to optimize the design and operation of fuel gas
delivery systems. Saudi Aramco has been testing an automated
on-line dew point monitor capable of detecting both hydrocarbon
and aqueous dew points in natural gas. Dew point monitoring,
conducted at three locations on the fuel gas grid, revealed wide
variations in the hydrocarbon and aqueous dew points due to a
variety of conditions. Gas production and pipeline operations ac-
counted for the most dramatic variations in dew points, but expo-
sure of pipelines to the weather can also be important. Measure-
ment of pipeline solids for the purpose of sizing and placement of
particle filters have also been explored. Pipeline scraping, gas
velocities, length of pipeline span, pipeline junctions, and control
valves are all considerations for solid control strategies. The op-
timized design and operation of a CGT fuel system is highly de-
pendent on dew point control and efficient removal of entrained
pipeline solids. Practical experience in monitoring hydrocarbon
and aqueous dew points, pipeline solids control, and optimizing
fuel conditioning equipment are considered.
�DOI: 10.1115/1.2031267�

Introduction
Saudi Arabia’s main source of electrical power is provided by

combustion gas turbine generators �CGTGs�. Most of the CGTGs
operating in the Eastern and Central Regions of Saudi Arabia are
currently fueled by natural gas. This has been made possible by a
rapidly growing sweet gas industry comprised of five major gas
processing plants and thousands of kilometers of gas pipelines. As
new gas sources, processing facilities and pipelines have been

added to the gas grid, the system as a whole has become increas-
ingly more complex and diagnosis of irregularities in gas compo-
sition more challenging. While Saudi Aramco’s sales gas specifi-
cations mirror sales gas standards worldwide, these standards do
not guarantee adequate fuel condition for operating combustion
gas turbines �CGTs�.

One gas-fuel specification generally required by CGT manufac-
turers, but not part of sales gas specifications, is the 50°F super-
heat requirement. That is, inlet fuel-gas temperatures must be at
least 50°F �28°C� above the dew point calculated from the fuel-
gas composition. The safety margin imposed by the superheat
margin mainly allows for Joules Thomson cooling as fuel expands
through its path to the combustion chamber. There is some room
for error in the measurement of fuel-gas compositions, but accu-
racy is important, especially in the C6+ range where small errors
in the concentrations of heavy hydrocarbons can translate to large
dew point shifts. Perhaps more important is the potential for gas
compositions to vary within any given 24 h period due to gas
process changes, pipeline operations, and even changes in the
weather. Of course, the potential for these changes will depend on
the sources of the fuel gas, complexity of the fuel gas system, and
the environment.

Another requirement for CGT gas fuel is that it must be deliv-
ered free of solids. Some sales gas contracts have general state-
ments addressing solids, but none to our knowledge have defined
a quantitative limit for solids. Perhaps this is because there is no
recognized standard for measuring solids entrained in natural gas
pipelines.

Previous publications have addressed methods of measuring
fuel-gas dew points and fuel treatment to eliminate liquids �1�. We
have recently published findings from the first two phases of our
dew point monitoring campaign �2�. These and other publications
describe the distress to CGT hot gas path parts that can result from
liquid carryover �3�. There are plenty of products on the market to
treat most any fuel-gas condition, but careful diagnosis of the
fuel-gas condition over an adequate time period is where many
operators fail to zero in on their fuel treatment needs. Realization
of this gap led Saudi Aramco to begin a dew point monitoring
campaign on its fuel-gas grid.

Discussion

Dew Point Determinations. Detection of entrained liquids in
natural gas-fuel supplies is difficult and not practical for continu-
ous on-line fuel-gas analysis. However, determination of aqueous
and hydrocarbon dew points can predict conditions that are favor-
able for liquid formation. Although it has been common practice
for the design basis of CGT fuel systems to be based on single
�spot� sample analyses, on-line monitoring has become much
more practical, especially where multiple CGTs are operated on
the same fuel source. Improvements and cost reductions in micro-
processors over the past 10 years have made automated fuel moni-
toring more reliable and affordable.

The gas chromatograph (GC) is the most widely used on-line
analytical tool for fuel-gas analysis, although it is usually used for
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heating value determinations �determines hydrocarbons groups up
to C6+�. There are commercial GCs equipped for extended gas
analysis that are capable of resolving individual hydrocarbon
groups out to C8 and C9+. These instruments now have a rela-
tively short analytical cycle �5–10 min� and are capable of high
reproducibility within 5°C of the actual hydrocarbon dew point.
Furthermore, they tolerate corrosive gases such as H2S and CO2.
However, without the extended capability to analyze C9+, they
are of little value for dew point monitoring. GCs configured to
monitor hydrocarbons cannot measure moisture in gas.

Direct dew point measurements using an automated Bureau-of-
Mines dew point monitor can afford highly accurate dew point
measurements for hydrocarbon dew points from −40°C and
+35°C. Saudi Aramco has been operating an Ametek Model 241
dew point analyzer for five consecutive years at three sites on the
fuel gas grid in Eastern and Central Provinces of Saudi Arabia.
During the first two phases of monitoring activity, hydrocarbon
dew points in sales gas were observed to vary as much as 40°F in
one 24 h period primarily due to gas plant operations �Fig. 1�. It
was later shown that hydrocarbon dew points combined with
CGTG control data, provided direct indications of liquid hydro-

carbon carryover past the CGT fuel control valve �Fig. 2�.
In the latest phase of monitoring on Saudi Arabia’s East/West

Pipeline, water dew points were observed for the first time above
the hydrocarbon dew points. Previously, water dew points were
not observed because they were always below the hydrocarbon
dew points, and the monitor is programmed to terminate the cool-
ing cycle when it finds the hydrocarbon dew point. Otherwise, the
monitor would not readily recognize the water condensation point
on surfaces that are already coated with liquid hydrocarbon.

Gas transported though the East/West Pipeline is primarily de-
rived from three gas processing plants: UGP, HGP, and HDGP.
Average daily production rates are compared in Fig. 3. Gas from
these sources is combined in stages, eventually joining the pipe-
line that feeds the dew point monitoring site. Thus, tracing the
source of moisture was not straightforward.

The first appearance of moisture �January 20, 2003, Fig. 4�
coincides with a significant drop in the production rate of a gas
processing module from UGP. This module processes nonassoci-
ated gas derived from a reservoir known as the “Khuff.” The
Khuff gas is processed at higher-pressure with higher-temperature
liquid recovery and less stringent dehydration. Consequently, the

Fig. 1 Hydrocarbon dew points recorded over a three month period reveal
dramatic changes that coincide with major operational events in the gas plants

Fig. 2 „Color… Hydrocarbon dew points plotted with archived fuel inlet tem-
perature and pressure for one CGTG unit at a power plant feed by the local
fuel-gas system near the central Ghawar region gas plant UGP. Note that satu-
rated fuel gas conditions coincide with elevated fuel pressure.
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Khuff gas has more C6+ and has more moisture relative to gas
processed from the low pressure associated gas processing mod-
ules. The reduction of Khuff gas produced from the UGP high-
pressure module appears to coincide with a drop in the hydrocar-
bon dew point, although less dramatic than its effect in 2001 when
HGP was not producing gas �cf. Fig. 1�. In this case, HGP gas
becomes a larger fraction of the overall sales gas, but this does not
explain the high level of moisture.

Further inquiries led to information about a new pipeline instal-
lation from HDGP to UGP, which had just recently undergone a
hydrotest. The hydrotest drying protocol were conducted during
February and March before the pipeline was finally commissioned
on April 28. The commissioning of the new pipeline coincided
with the first production from the new gas plant HDGP. Following
the opening of the new gas plant and pipeline to the sales gas
system, the water dew points were recorded in a regular pattern
exceeding the 7 lbs/MMSCF �20°F for 550 psig� sales gas speci-
fication for moisture �Fig. 5�. Peak water dew points were re-
corded at 32°F, which at 550 psig equates to 11 lbs/MMSCF. The
high moisture contents persisted for about two months. Fortu-
nately, this event occurred during a relatively warm season when
gas temperatures were above 85°F. Thus, no incidents from use of

sales gas were reported as a consequence of high dew points.
By August, indications of high moisture had all but completely

disappeared. Water dew points dropped below the hydrocarbon
dew points, and hydrocarbon dew points appeared to stabilize in a
familiar pattern, although the average dew points were signifi-
cantly higher that those observed earlier that year �Fig. 6�. This is
expected as more Khuff gas is produced during the summer to
meet the higher demand for energy.

Pipeline Solids. The Saudi Sales gas grid customers have ex-
perienced intermittent filter skid plugging, control valve erosion,
and plant upsets due to entrained solids. Indeed, worldwide, cor-
rosion solids appear to be the most prominent contamination prob-
lem for natural pipelines and compression equipment �4�.

Entrainment of solids in natural gas streams involves a complex
array of chemical and physical conditions. The composition of
pipeline solids, aptly described as “black powder” is generally a
blend of iron oxides and iron sulfides derived from pipeline mill
scale and chemical sulfidation �reaction of hydrogen sulfide with
iron�. Moisture can create even more serious problems by activat-
ing otherwise dormant microbial corrosion from sulfate reducing

Fig. 3 Average daily production rates from South Ghawar Gas Plants

Fig. 4 On-line hydrocarbon and water dew points recorded with the Ametek
241 CE dew point monitor at Pump Station 3 „SRG 1 sales gas…
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bacteria and acid producing bacteria. Solids from pipeline hy-
drotests have also contributed to the solids problem with a variety
of iron hydroxides.

Since most CGT operators usually have little if any control over
the pipeline operations upstream from their own fuel delivery pip-
ing, their only option may be to remove solids at the entrance of
their fuel system by some form of filtration or centrifugal separa-
tion. Determining which filtration options will be most effective
for a particular fuel gas system is often not a trivial task. Where
there are existing filters in equivalent locations, or for filter up-
grades, it is often possible to collect representative samples of the
solids from spent filter cartridges out of existing filters. From
these solids, it is possible to determine composition particle size
distribution, grain density, and bulk density. Perhaps it would also
be possible to estimate of the quantity of solids over a period of
time. The difficulty in measuring quantities of solids at a particu-
lar location is that, like dew points, solids entrainment in gas
streams may vary from one moment to the next. It can also vary
widely from location to location.

One campaign to measure solids entrained at various points in
the northern end of Saudi Aramco’s Sales gas system was under-
taken during summer of 2001. Samples were acquired from six

different locations over a nine-hour period by flowing a steady
state-stream of the gas through a solids trap at equivalent flow
rates ��2 SCF/min�, then measuring the mass of solids collected
in the trap. The amounts varied from 0.006 to 94 g/MMSCF, or
more than four orders of magnitude. Although the sampling
method used in this study is not a recognized standard method, it
illustrates the potential for large variations in the amount of en-
trained solids from one position to another on a fuel-gas grid.

Ostensibly, the entrainment of solids in a pipeline will be de-
pendent on such conditions as flow velocity of gas, geometry of
the piping upstream of the sampling point, and the size distribu-
tion and particle density of the solids. However, other conditions,
such as the presence or absence of residual compressor oils or
glycols, high hydrocarbon, or water dew points, can have signifi-
cant effects on solids entrainment. Furthermore, pipeline opera-
tions, such as opening and closing pipeline bypasses and pipeline
scraping, can release and entrain solids in sudden and severe
slugs.

Filtering. The uncertainty that remains after a careful analysis
of pipeline solids generally relates to sizing of filtration apparatus.
For example, if large volumes of pipeline solids are expected, it

Fig. 5 On-line hydrocarbon and water dew points recorded with the Ametek
241 CE dew point monitor at E/W Pipeline Pump Station 3 from March 10–June
10, 2003

Fig. 6 On-line hydrocarbon and water dew points recorded with the Ametek
241 CE dew point monitor at E/W Pipeline Pump Station 3 from July 7–August
12, 2003
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may be necessary to include a cyclone or magnetic trap upstream
of the particle filter to remove large volumes of material and avoid
having to change filter cartridges on a frequent basis. After par-
ticle filters have been put into service, it is important to closely
monitor changes in pressure differential across the filter. Filter
cartridges should be changed on a regular schedule or sooner if
high-pressure differential indicates that the filter loading is high. A
sudden drop in pressure differential to zero indicates that the filter
has been breached and the element should be changed
immediately.

Coalescing filters should be located between the particulate fil-
ters �upstream� and the gas superheater �downstream�. Coalescing
filters designed for natural gas-fuel systems are generally not de-
signed for and should not be used as solid particulates filters.
Coalescing filters with absolute ratings to 0.3 microns are com-
mon and available from several manufacturers. With adequate
protection from solid particulates, more expensive coalescing fil-
ter elements should not require frequent replacement.

Superheating. The final stage of fuel conditioning should be
the fuel superheater. To assure that the superheater is truly deliv-
ering superheated fuel, the feed to the superheater should be prac-
tically free of liquid and solid particulates above 0.3 microns.
Regardless of what type of fuel superheater is being used, good
prefiltration is important. This assures that heating actually pro-
vides superheat, and not just partial fuel vaporization.

Overheating fuel beyond the minimum superheat will have little
effect on the health of the turbine, but is wasteful of energy. It can
also decrease the overall power output of the turbine when the
fuel supply pressure is limited. Depending upon the circumstances
at a particular site, different strategies for applying superheat may
be used.

In Phase 1 of our dew point monitoring program, fuel preheat-
ing was provided by refinery steam. Energy loss from the use of
refinery steam was not as much of a concern as the health and
reliability of the refinery’s two utility CGTGs. Thus, the refinery
Utilities chose to operate their fuel superheaters at 135°F year
round.

Dew point monitoring during Phase 2 revealed that the fuel gas
supply for a major power plant in the South Ghawar area was
saturated in heavy hydrocarbons during cool weather �about 5 out
of 12 months/year�. Without fuel preheating, liquid hydrocarbons
were reaching the CGT hot gas path. Gas-fired fuel preheaters that
previously had been out of service because they were troublesome
to operate, were put back into service, but only during the cool
season. Power plant operators were able to set the superheater
outlet temperature to approximate minimum superheat conditions
and establish the time period that fuel superheating would be
necessary.

In Phase 3, the dew points of Sales gas that feeds the entire
central region of Saudi Arabia was monitored at a single site. The
fuel systems in this region are new and most are equipped with
electrical fuel superheaters. By continuing to monitor dew points
at this single site, it will be possible to synchronize the entire fleet
of operating CGT fuel superheaters in order to provide the mini-
mum energy input to achieve minimum superheat. Although the
power required for operating one superheater a few degrees higher

than necessary may not amount to much, the savings in energy
could be substantial with tight fuel temperature control of an en-
tire fleet of a dozen or more CGTs.

Conclusions
This work emphasizes the benefits of on-line monitoring in gas-

fuel systems as a means of preventing damage to CGT hot section
components, while also saving energy and maximizing the power
output potential of the CGT. In cases where it is suspected that
damage has occurred to CGTs as a result of liquid carryover, it is
often difficult to prove without recorded fuel monitoring.

Sales gas contracts do not provide adequate assurance that fuel
properties will meet manufacturer’s specifications for CGTs. Al-
though specific limits for moisture, H2S, and total sulfur are typi-
cally included in sales gas specifications, quantitative limits for
entrained solids and hydrocarbon liquids cannot be guaranteed.
Documented upset conditions have shown that even moisture can-
not be controlled at times.

CGT operators are responsible for providing fuel to their CGTs
that meets the manufacturer’s specifications. Especially on com-
plex fuel-gas grids, only continuous monitoring, not single sample
analysis, provides an accurate representation of the range of fuel
conditions. The savings from the reduction in CGT repair costs
and energy savings in Saudi Arabia as a result of dew point moni-
toring has been estimated at over $3 million per year. The cost of
dew point monitoring has been less that $120 thousand over the
five-year study including the capital cost of the dew point monitor.

Entrained solids have been a growing problem as the Saudi
sales gas grid has been expanding. Saudi Aramco has been ac-
tively pursuing remedies designed to improve the cleanliness of
the sales gas system. Advanced designed pipeline scraping and
chemical cleaning methods have been used in an ongoing effort to
reduce pipeline solids. Consideration has been given to installing
particle separators at strategic pipeline junctions. But, ultimately,
the customers will be required to provide fuel system filtering to
meet their specific fuel quality specifications.
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This paper describes a test program designed to assess the suit-
ability of a TF40-based gas turbine generator set (genset) for use
in the Advanced Hull Form Inshore Demonstrator (AHFID). An
overall description of the test program and its objectives is given.
Test results are presented. The relevance of the test to the greater
program goal of demonstrating the viability of rim-driven propul-
sion technology is discussed. The genset demonstration test was
successfully completed in 2003. The package performed as de-
signed and met all test objectives. �DOI: 10.1115/1.2061327�

Introduction
Podded propulsion is believed by many experts to be the pro-

pulsion technology of the twenty-first century. Proposed applica-
tions for podded propulsion run the gamut of marine duty, from
cruise ships to icebreakers. Pod drives are ship propulsors with
two distinguishing characteristics: �i� an electric motor is located
inside a pod outside of the ship hull, and �ii� the total unit pivots
in a horizontal plane for steering and maneuvering the ship. To
coin a phrase, podded propulsion is “thinking outside the hull.”

Podded propulsion is enabled by the all-electric ship concept
because electric power generated onboard the ship can be directed
to the pod. Podded propulsion creates advantages in maneuver-
ability, space requirements, and cost. Another advantage is in-
creased manufacturing flexibility, not only because of the design,
but also because the pod can be installed late in the production
process. With podded propulsion, the ship’s construction is no
longer driven by the propulsion system. Likewise, the separation
of propulsor from ship opens up the design envelope for propul-
sion components. Because the propulsor shaft has been elimi-
nated, the wake distribution is more uniform. Another advantage
is low propeller noise. The use of electric drive also means that a
wide range of propeller speeds are possible, as are very low
speeds. A podded propulsion concept is shown in Fig. 1.

Within the field of podded propulsion, a new concept has
emerged �1,2�. Traditional podded propulsion has relied on hub-
drive pods, where �as the name implies� the electric motor is
located at the center of the pod, in the hub. The concept of rim-
driven propulsor pods consists of a ducted, multiple blade-row
propulsor with a permanent magnet �PM�, radial field motor rotor
mounted on the tips of the propulsor rotor blades, and the motor
stator mounted within the propulsor duct. Compared to hub-driven

pods, the rim-driven propulsor pod concept offers several benefits,
including improved efficiency. The benefits translate to even
greater flexibility in ship design.

The goal of the Advanced Hull Form Inshore Demonstrator
�AHFID� test program is to provide an at-sea demonstration of
rim-driven propulsion technology that will create a foundation for
further developments in electric propulsion technology. One step
in achieving that goal is the development and test of a gas turbine
generator unit that will supply the necessary power to the drive
motor.

The AHFID is a gas turbine generator set �genset� designed
specifically suited to the marine environment. Its function is to
provide electric power to a permanent magnet motor. Gas turbine
output power is fed to a six-pole generator via a single-reduction,
epicyclic gearbox system and flexible disk-pack-type coupling.
The system is designed to use diesel fuel.

Configuration
The prime mover for the genset is a Vericor TF40 gas turbine

capable of 2983 kW �4000 shp� continuous power and 3430 kW
�4,600 shp� boost power at standard ISO conditions. The output
shaft speed at maximum continuous output is 15,400 rpm. The
TF40 is both ABS and US Navy certified. The TF40 was selected
for its experience and because the risk of not meeting performance
or operability goals was low.

An existing General Electric 700 V DC generator was modified
into a 530 V, 350 Hz, four winding �three phases each� AC gen-
erator for the test. The original generator was rated at 3000 kW
three-phase delta connected with a 700 V DC regulated output
voltage. It is a six-pole wound field synchronous machine with a
design speed of 7000 rpm. The generator consists of four indepen-
dent three-phase delta connected windings. Each three-phase
winding produces 530 V AC �rms�, 350 Hz that is coupled
through a power rectifier and interphase transformers to provide
the 700 V DC regulated output voltage. The generator has two
integral air coolers mounted above the stator, and the exciter is
brushless. The dual automatic voltage regulator, which presently
senses and regulates DC output voltage, is mounted integral to the
generator housing. The generator bearings are the tilt-pad journal
type. The generator lubrication oil system is common with that of
the reduction gear. The generator operated in an isochronous
mode only �no droop compensation required�.

The generator was modified from the existing 700 V DC ma-
chine into one that produces four independent three-phase 530 V,
350 Hz loads. The modification to an AC machine included elimi-
nation of the existing power rectifier diodes and interphase trans-
formers. Modification to the generator-sensing circuitry was re-
quired to maintain an analogous and isolated signal to the voltage
regulator to provide regulated voltage under varying load condi-
tions. Figure 2 shows the generator after refurbishment.

The reduction gearbox was an Artec-Maag MPF-13, 15,400
rpm input, 7000 rpm output single-helical unit. It was also chosen
for its low risk and similarity to proven designs. Risk was further
reduced through a factory test prior to installation. The reduction
gearbox and lube-oil system were individually tested for ABS
certification and were fully compliant.

A custom baseplate design was required for equipment mount-
ing. The finished baseplate is shown in Fig. 3. Figure 4 shows the
TF40 gas turbine mounted on the baseplate.

A pair of water-to-air coolers in the totally enclosed water-to-
air-cooled �TEWAC� generator was used to cool the generator air.
The coolers extract heat from the air at the rate of 8909 W
�304,000 Btu/hr�, using total water flow of 7.28 kg/s
�16 lb m/s�. The generator coolers are designed to operate with
seawater at temperatures up to 38 °C �100 °F�.

The gas turbine, gearbox, and generator were selected for their
individual proven performance. Unknown and to be determined
by testing were the acceptability of the generator conversion and
the integrity and functionality of the control system.
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Test Objectives
The greater rim-driven propulsor program objectives were to �i�

demonstrate the seaworthiness of the rim-driven propulsor �RDP�
concept, �ii� demonstrate hydrodynamic efficiency of the RDP
concept, and �iii� investigate electromagnetic signature. These ob-
jectives pertain to the permanent magnet motor; however, the suc-
cess of any large program depends on the success of individual
parts. Since the turbine-generator set is the power source for the
permanent magnet motor �PMM�, ensuring its suitability was
critical to the overall program.

The test was originally envisioned as a precursor to full testing
of the genset and permanent magnet motor. Changes to the overall
program scope resulted in the genset and motor being tested sepa-
rately, but not together. The primary objective was to verify that
the generator was capable of carrying full load. More specifically,
the test was to verify that the generator insulation was adequate
for the intended use of the genset. Since there were no load banks
at the test site, the short circuit test at rated current verified that
the generator was capable of full load at least with respect to the
insulation system and temperatures.

The short circuit test was useful in that it satisfied the test
objectives. However, there were some shortcomings. The short
circuit test was inadequate for evaluation of transient response,
i.e., sudden load application and rejection. Transient response of
the gas turbine and control system also could not be evaluated.

Other acceptance test objectives were verification of gas turbine
genset safety, control, and monitoring criteria. In addition the test
plan also included checks of no-load voltage saturation, open-
circuit heat run, no-load voltage balance, synchronous impedance,
and short-circuit at rated current.

Testing
The AHFID gas turbine-driven genset was tested in 2003 to

verify the acceptability of controls, Human Machine Interface,
electrical switchboard, gear, turbine, generator, and overall system
operation. The test was conducted at General Tool Company in
Cincinnati, OH. A simplified block diagram of the gas-turbine
genset architecture is shown in Fig. 5. Figure 6 shows a �3D� solid
model of the genset. The actual genset, as tested, is shown in
Fig. 7.

The test sequence consisted of equipment power-up, static tests
for remote operating panel �ROP� and local operating panel
�LOP�, safety shutdown tests, followed by functional tests from
both the LOP and ROP, and finally a spin test of the system.

At equipment power-up, both local and remote operating panels
were observed to operate satisfactorily. All displays were func-
tional and reported expected values.

Static tests are functional tests of individual pieces of equip-
ment to verify operation before attempting to run a complete func-
tional system test. The starter wires to the gas turbine engine were
removed and insulated to ensure the engine does not start during
the static testing.

Fig. 2 Generator after conversion and refurbishment

Fig. 3 Custom baseplate for equipment mounting

Fig. 4 TF40 gas turbine mounted on the baseplate

Fig. 1 Podded propulsion concept
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An important part of the test program was validation of the
integrity of the refurbished generator. This was done in three
parts: �i� a high pot test to verify suitability of the insulation, �ii�
a Megger test to check for residual moisture, and �iii� a saturation
test to characterize the generator. Results of the saturation test are
shown in Fig. 8 and demonstrate satisfactory performance of the
generator over the entire load range.

A screen traversal test—on each graphical page of the ROP—
verified that each selection touch area was active and provided the
functionality for which the touch area is labeled. This test was
successfully completed for every graphical page on the ROP and
also verified that each data point was receiving data from the
programmable logic controller. Temperature, pressure, voltage, vi-
bration, and status levels were verified.

Safety shutdown tests were used to verify that the gas turbine
engine could be stopped in the event of an emergency or unex-
pected system operation. Emergency stop, normal stop, and sys-
tem logic stops were tested by getting the gas turbine into a
“ready-to-start” condition, resulting in a “ready-to-start” indica-
tion on the turbine status page on both the LOP and ROP status-
page display.

The LOP has several switches and lights that monitor and con-
trol the system. The functionality of each was verified. A similar
battery of tests was conducted for the ROP.

The system spin test followed. Gas turbine operation at idle and
synchronous speeds was verified, as well as all alarm conditions

and emergency stops. The no-load saturation test, open-circuit
heat run, no-load voltage balance, short circuit saturation, and
short circuit at rated current test procedures were successfully
executed.

To evaluate the generator insulation, 24 dual-element resistance
temperature devices �RTDs� were used. The RTDs were located at
three axial locations within the generator stator and were circum-
ferentially positioned to ensure that areas of concern were ad-

Fig. 6 Solid model depiction of TF40-based gas turbine genset

Fig. 7 Complete TF40 genset at test site

Fig. 8 Short-circuit saturation curve for the refurbished
generator

Fig. 9 Normalized steady-state full-load insulation
temperatures

Fig. 5 Gas turbine genset architecture
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equately covered. Recorded steady-state full-load temperatures
were compared against the maximum allowable insulation tem-
perature. Figure 9 describes the steady-state results.

The entire system �gas turbine, reduction gearbox, generator,
lube oil system, control system voltage regulator� completed a
land-based qualification test in accordance with schedule and with
fully satisfactory performance.

Summary
A TF40-based gas turbine genset was configured to provide

electric power to a rim-driven propulsion pod. The design in-
cluded a refurbished and reconfigured generator. Verification test-
ing was conducted at a commercial land-based test site. All as-
pects of the test �gas turbine operation and electric power
generation� were successfully completed.

Temperature measurements in the generator stator demonstrated
the suitability of the refurbished generator for the application.

Acceptable temperature margin was demonstrated at steady-state,
full-load conditions. This proven test platform is available for fu-
ture marine gas turbine and podded propulsion research and de-
velopment.
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